1. INTRODUCTION

Cognitive Radio has been proposed as a promising paradigm for relieving the spectrum shortage. In Cognitive Radio Networks (CRNs), Secondary Users (SUs) who require the usage of spectra can access Primary Users’ (PUs’) idle channels. Dynamic spectrum access provides SUs with high flexibility in selecting spectra but brings new challenges to the design of CRNs at the same time, one of which is the spectrum mobility.

In CRNs, PUs can reclaim their licensed channels at any time due to their high priority of channel occupation, and SUs must cease their transmission\(^1\) on those spectrum bands. Hence, from SUs’ perspective, the availability of spectra is dynamic due to PUs’ uncertain activities of channel reclamation, which causes the spectrum mobility in CRNs.

In the context of multi-hop CRNs where multiple SUs act as potential relays\(^2\), one of the major influences of spectrum mobility is the break of routes of incoming data flows since the unavailability of PUs’ channels disables the transmission over some links on the pre-determined routes. To avoid conflicts with PUs and resume routing, each flow initiator can either inform intermediate SU relays to switch their accessing channels or re-select a new spatial route\(^3\) where channels are not reclaimed. However, the following tradeoff implies that the two-dimensional route switching (i.e., the combination of both channel switching and spatial route re-selection) is a better choice.

On one hand, by maintaining previous (and possibly the best) spatial routes and choosing less congested (and idle) channels as the switching destination, channel switching can efficiently avoid conflicts with PUs and reduce routing costs incurred by relaying data, including the transmission delay, energy consumption, etc. Unfortunately, frequent channel switching could also cause significant switching costs such as the additional power consumption and switch delay. On the other hand, re-selecting a new spatial route can yield fewer switching costs but may lead to additional routing costs at the same time. Consequently, there’s a tradeoff between the two costs, which must be achieved by switching routes in both spatial and frequency domain.

Additionally, it should be mentioned that the above two-dimensional route switching is different from the traditional joint design of route selection and channel allocation. First, the former problem is unique to CRNs while the latter one is intended for general wireless networks which cannot capture the traits of CRNs like the spectrum mobility. Most importantly, the former prob-

\(^1\)Such a method is referred as the spectrum overlay mode.

\(^2\)Since we focus on routing in the secondary network, we will use “multi-hop CRN” and “multi-hop secondary network” interchangeably in this paper.

\(^3\)In the following, we will refer the selection of intermediate nodes and edges as spatial routes and the choice of channels exploited on the spatial routes as frequency routes.
lem is “history-relevant” while the latter one is usually “history-free”. In the route-switching problem, any decisions like channel switching are highly related to the routing history such as pre-determined routes and channel allocation, and must weigh the benefits and costs of violating previous choices. The tradeoff mentioned above is one typical example. By comparison, neither spatial nor frequency route history exists in the context of traditional joint design problems.

In this paper, we propose Route-Switching Games to address the above spectrum-mobility-incurred route-switching problem in CRNs. The contributions of this paper include the following aspects.

- To our best knowledge, this paper is the first to investigate the spectrum-mobility-incurred route-switching problem in CRNs. Our scheme not only avoids the conflicts with PUs but also mitigates the spectrum congestion and achieves the tradeoff between routing costs and channel switching costs.
- We formulate the proposed problem as the Route-Switching Game which is proved to be a potential game. Efficient algorithms for finding the Nash Equilibrium (NE) and the $\epsilon$-NE are provided in this paper.
- We further study the game with incomplete information, where players' parameters are private. In such a scenario, a Bayesian NE is proved to exist and an algorithm for calculating the Bayesian NE is offered.
- We compare the performance of the NE in the proposed game with the socially optimal results in terms of the social costs, i.e., the Price of Anarchy, which is proved to have an upper bound.

The remainder of this paper is organized as the following. We will first introduce the system model in section 2. Next, in sections 3 and 4, Route-Switching Games with complete and incomplete information will be demonstrated, respectively. Then we will analyze the price of anarchy in section 5. Finally, simulation results, related works and the conclusions will be given in sections 6, 7 and 8, respectively.

2. NETWORK MODEL

2.1 Architecture of Multi-hop CRNs

We consider a multi-hop CRN where multiple SUs act as routers for the incoming data flows, and there’re $C$ orthogonal channels (with the same bandwidth) that can be accessed by SUs when they are not occupied by PUs (each channel is denoted by $j \in C = \{1, 2, \cdots, C\}$). For the simplicity of analysis, we assume the entire secondary network lies in the same “collision domain” with PUs\(^4\), i.e., the perceived channel states (either busy or idle) at each SU are identical in the considered network. This assumption is valid for many geographically-centric secondary networks coexisting with powerful PU transceivers, like PU base stations in cellular networks, as shown in Figure 1.

![Figure 1: An example of the multi-hop and multi-flow CRN. Note that the entire secondary network is within the transmission range of the PU base station, so the spectrum opportunities perceived at each SU are identical.](image)

\(^4\)Note that our scheme can also be modified to incorporate the spatial diversity of PUs' spectra in secondary networks.

transmitters, like PU base stations in cellular networks, as shown in Figure 1.

Formally, the entire secondary network can be characterized by a topological graph $G=(V,E)$. Here, $V$ is the set of nodes (SUs) and $E$ is the set of edges in the topological graph. Note that there’s an edge $E_{u,v}$ between a pair of nodes $(u,v)$ iff they’re within the transmission range of each other, so an edge corresponds with a data link. However, for a link to be able to transmit data, it must be allocated a traffic channel. As our focus is the route-switching problem, we suppose there have been pre-determined channel allocations on each link (but these pre-assigned channels may be reclaimed by PUs and become unavailable now). Here, we denote matrix $A$ the indication of pre-assigned channels on different links. Specifically, its element $A_{e,j} = 1$ implies that channel $j$ was pre-assigned to link $e$ and $A_{e,j} = 0$ otherwise. Hence, matrix $A$ represents a part of the “routing history”, and such history is local information maintained at each intermediate SU router.

2.2 Flow Model

Suppose there’re $M$ concurrent and constant\(^5\) data flow inputs (denoted by $F_k$, $k \in M = \{1, 2, \cdots, M\}$) which need routing among the secondary network, and denote the source and destination of data flow $F_k$ by a pair $(S_k, D_k)$. For the efficiency and reliability of flow transmission, $F_k$ ($k \in M$) segments its data by packets, each with size $\mu_k$. Additionally, we denote the flow rate of $F_k$ by $r_k$ and assume that those data flows are from different initiators, each hoping to minimize its own costs incurred in the routing process.

\(^5\)We assume those data flows can last for a period of time like minutes or hours, which is particularly suitable for characterizing multimedia streaming, P2P downloading, etc.
Table 1: Major Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{e,j}$</td>
<td>the 0-1 indicator of whether channel $j$ was previously assigned to link $e$</td>
</tr>
<tr>
<td>$X$</td>
<td>matrix notation of the newly-selected routes and channels</td>
</tr>
<tr>
<td>$X_{e,j}^k$</td>
<td>the 0-1 indicator of whether link $e$ is included in flow $F_k$'s new routes and channel $j$ is assigned to this link</td>
</tr>
<tr>
<td>$s$</td>
<td>the strategy profile (an alternate notation of $X$)</td>
</tr>
<tr>
<td>$s_k$</td>
<td>equals to ${(e,j)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>the switching costs per time of channel handoff</td>
</tr>
<tr>
<td>$\lambda_{e,j}$</td>
<td>the delay costs of flow $F_k$ incurred by the transmission in channel $j$ over link $e$</td>
</tr>
<tr>
<td>$\varphi_{e,j}^k$</td>
<td>the energy costs of flow $F_k$ incurred by the transmission in channel $j$ over link $e$</td>
</tr>
<tr>
<td>$\mu_k$</td>
<td>the packet size of data flow $F_k$</td>
</tr>
<tr>
<td>$r_k$</td>
<td>the flow rate of data flow $F_k$</td>
</tr>
<tr>
<td>$\omega_k$</td>
<td>equals to $\mu_k/r_k$, denoting the required time for transmitting one of flow $F_k$'s packet</td>
</tr>
<tr>
<td>$I(e)$</td>
<td>the interference neighborhood of link $e$</td>
</tr>
<tr>
<td>$\theta_{e,e'}$</td>
<td>the 0-1 indicator of whether link $e$ interferes with link $e'$</td>
</tr>
<tr>
<td>$\Phi(s)$</td>
<td>the potential function under strategy profile $s$</td>
</tr>
</tbody>
</table>

### 2.3 Spectrum Mobility and Route Switching

When high-priority PUs reclaim their licensed channels, SUs must cease their transmission on those spectrum bands, which causes the spectrum mobility. Here, we denote $\Gamma$ the set of all currently unavailable channels due to PUs’ reclaimation, which can be obtained by flow initiators without incurring significant overhead costs through our implementation (see section 2.6).

Unlike many previous works proposing statistical models to characterize PUs’ reclaiming activities [7],[8], we do not predict PUs’ behaviors, i.e., our scheme is reactive, since the precision of predictions still remains a major problem. Besides, route-switching schemes should provide routing reliability as much as possible, instead of probabilistic results, because the focus of the proposed problem is exactly to handle the negatives effects of PUs’ spectrum uncertainty, which is the other reason why we don’t choose proactive models.

In face of spectrum mobility, routes must be switched in both spatial and frequency domain so as to avoid the conflicts with PUs, mitigate the congestion, and balance the routing costs and channel switching costs (see section 2.5 for the formal definition), since some pre-assigned channels over certain links become invalid, which is equivalent to the break of routes. Here, we use a 3-dimensional matrix $X$ to characterize the newly selected spatial and frequency routes in CRNs, which is also the strategy variable in the considered problem. Specifically, its element $X_{e,j}^k = 1$ when link $e$ is included in the new spatial route of data flow $F_k$ and channel $j$ is re-selected for this link ($X_{e,j}^k=0$ otherwise).

### 2.4 Interference Model and Constraints

We use the protocol interference model [5], where the transmission in channel $j$ over link $e$ succeeds if all potential interferers in the interference neighborhood of link $e$ remain silent in channel $j$ for the transmission duration. Here, the interference neighborhood of link $e$, i.e., $I(e)$, is the set of links whose end nodes have interference links or data links incident on the end nodes of $e$. Further, when channel $j$ is perceived idle over link $e$, the contention window is activated and link $e$ will contend for the transmission opportunities with all interfering links in $I(e)$ (specifically, it’s the transmitter on one end of link $e$ that executes the contention). This model resembles CSMA/CA in IEEE 802.11, based on an RTS-CTS-Data-ACK sequence.

Moreover, there’re several constraints that should be considered. Though these constraints do not influence the following theoretical analysis, we impose them to cater to the current hardware development and make our results more meaningful. Later in section 3.3, we will further reflect them in the computation of the NE.

- **Constraint 1:**
  \[
  \sum_{j \in \mathcal{C}} X_{e,j}^k \leq 1, \forall k \in \mathcal{M}, e \in \mathcal{E}. \tag{1}
  \]

  This constraint implies that a certain flow can use at most one channel over a certain link. We make this constraint because some routers cannot execute efficient packet segmentation and recovery to support simultaneous transmission of a single packet in multiple channels.

- **Constraint 2:**
  \[
  \sum_{k \in \mathcal{M}} X_{e,j}^k \leq 1, \forall e \in \mathcal{E}, j \in \mathcal{C}. \tag{2}
  \]

  This constraint indicates a certain channel can only be occupied by at most one flow over a certain link, considering the significant co-channel collisions and interference on the same link.

- **Constraint 3:**
  \[
  \sum_{e \in E(v)} \sum_{k \in \mathcal{M}} X_{e,j}^k \leq \alpha_v, \forall v \in \mathcal{V}, \tag{3}
  \]

  where $E(v)$ is the set of edges associated with node $v$ and $\alpha_v$ is number of radios that node $v$ equips. This constraint shows that the number of channels associated with a certain SU should not exceed its radio limitation.

### 2.5 Cost Model

We mainly consider two types of costs in our model: routing costs and switching costs, which will be further discussed in the rest of this subsection. Additionally, it should be mentioned that the following costs are derived under the premise that channel $j \in \mathcal{C}$ is sensed to be idle, i.e., $j \notin \Gamma$.

#### 2.5.1 Routing Cost

Routing costs characterize the potential expense incurred by relaying packets on established routes, including the routing delay, power consumption, etc. Here, we concentrate on the following two major routing costs.
● Delay Cost: Under the interference model mentioned above, significant transmission delay will be incurred if a channel is congested, since SUs must contend and wait for transmission opportunities. By comparison, other minor delay (e.g., propagation delay) is neglected in this paper.

As is typical of many random access protocols [23, 24], we make the following assumption: in any contention window and any channel $j \in \mathcal{C}$, a certain link $e \in E$ and all its interfering links have the same probability of winning the access to this channel. Following the methods provided in [25], we can calculate the expected transmission delay under our interference model, which characterizes the expected waiting time before a certain link $e$ wins the opportunity to transmit one packet in channel $j$:

$$\lambda_{e,j} = \sum_{e' \in E(e)} \sum_{k \in \mathcal{M}} X_{e',j}^k \omega_k,$$

(4)

where $\omega_k := \frac{\lambda}{\mu_k}$ is the transmission time required by flow $F_k$ for one packet. The derivation of equation (4) is beyond the scope of this paper, so we omit it for brevity. The intuition behind equation (4) is explained as the following. $\sum_{k \in \mathcal{M}} X_{e',j}^k \omega_k$ in equation (4) represents the traffic demands (for transmission time) in channel $j$ over link $e'$ imposed by all passing data flows, and thus equation (4) is the aggregate traffic demands in channel $j$ from the interference neighborhood of link $e$. Generally speaking, $\lambda_{e,j}$ reflects the congestion level of channel $j$ perceived over link $e$, and delay costs can also be interpreted as the congestion costs in our model.

For the denoting simplicity, we introduce a 0-1 indicator $\theta_{e,e'}$ to imply the interference relationship. Specifically, $\theta_{e,e'} = 1$ means that link $e'$ is in the interference neighborhood of $e$ and $\theta_{e,e'} = 0$ otherwise. Note that $\theta_{e,e} = 0 \ (\forall e \in E)$ and we consider the mutual interference, so $\theta_{e,e'} = \theta_{e',e}$. Besides, the congestion caused by one’s own transmission over other interfering links is neglected for the tractability of analysis, since recent literatures (e.g., [18], [19]) have suggested such congestion can be mitigated significantly by exploiting the self-interference cancellation technology in relay systems. Therefore, we can rewrite the expected delay perceived by $F_k$ when it is transmitted in channel $j$ over link $e$ by:

$$X_{e,j}^k = \sum_{e' \in E} \sum_{k \in \mathcal{M}} X_{e',j}^k \omega_k \theta_{e,e'},$$

(5)

where $\mathcal{M}_k = \mathcal{M} \setminus \{k\}$ denotes set $\mathcal{M}$ excluding set $\{k\}$. Further, the total expected delay incurred on flow $F_k$’s two-dimensional route is:

$$DC_k = \sum_{e \in E} \sum_{j \in \mathcal{C}} X_{e,j}^k \lambda_{e,j}^k,$$

(6)

In the rest of this paper, we will use $DC_k$ to characterize the delay costs for flow $F_k$.

● Energy Cost: We mainly consider the energy used for data transmission. Under our interference model, when one SU transmits in channel $j$ over link $e$, other SUs within $I(e)$ must remain silent in channel $j$, so the SINR perceived at each SU receiver is merely dependent on the intrinsic channel quality and geographical conditions, such as the AWGN, path loss, etc. Further, according to Shannon Formula, energy costs incurred by transmitting per packet of $F_k$’s data in channel $j$ over link $e$ are only related to the flow rate, packet size (which influences the transmission duration), channel quality and geographical conditions. We model such energy costs as a general form $\varphi_{e,j}(r_k, \mu_k)$ and $\varphi_{e,j}'$ for short. Then, the total energy costs on $F_k$’s route are:

$$EC_k = \sum_{e \in E} \sum_{j \in \mathcal{C}} X_{e,j}^k \varphi_{e,j}.$$

(7)

2.5.2 Switching Cost

The other kind of costs are caused by channel switching. Each time switching happens at intermediate SU routers, switching costs are incurred, including additional energy consumption used for establishing new connections, additional costs of sensing, switching delay, etc. Here, we use $\gamma$ to indicate the overall costs per time of channel switching. Note that $\gamma$ includes the costs of both ON→OFF switching (tearing down the old channel connection) and OFF→ON switching (establishing the new channel connection), so the two types of switching costs can be seen as being incurred altogether in either switching scenario. In this paper, we assume the overall switching costs $\gamma$ are incurred only in the OFF→ON transition. Therefore, the total channel switching costs caused by $F_k$’s re-selection strategy are:

$$SC_k = \sum_{e \in E} \sum_{j \in \mathcal{C}} X_{e,j}^k (1 - A_{e,j}) \gamma.$$

(8)

Corresponding to the above discussion, equation (8) implies that only when $A_{e,j} = 0$ and $X_{e,j}^k = 1$ (i.e., link $e$ did not use channel $j$ previously, but now this channel is allocated to $e$ according to $F_k$’s strategy), switching costs are incurred.

As is stated in the introduction, switching costs need to be balanced with routing costs, so we model flow $F_k$’s total costs as:

$$TC_k = DC_k + EC_k + SC_k.$$

(9)

Additionally, to facilitate the reading, we list the major notations in Table 1.

2.6 Implementation

We briefly discuss the implementation of the proposed game. There would be a set of separate control channels, different from those owned by PUs. Before the flow transmission, nodes (i.e., SUs) will first perform spectrum sensing to obtain the states of channel-
3. ROUTE-SWITCHING GAMES WITH COMPLETE INFORMATION

Equation (5) indicates a certain flow $F_k$’s delay costs incurred in channel $j \in C$ over link $e \in E$ are also dependent on other flow’s route-switching strategies (i.e., the selection of $X_{e;j}^k$, $\forall k' \in M_k$, $e' \in I(e)$), so we formulate the above problem as Routing-Switching Games, where players (i.e., flow initiators) distributively and selfishly switch their two-dimensional routes in face of spectrum mobility, aiming at minimizing their total costs.

3.1 Game Formulation

In the complete-information scenario, each player’s (flow’s) information (i.e., data rate $r_t$ and packet size $\mu_k$, $\forall k \in M$) is known to others. We can use a tuple $G = \{G, A, \Gamma, r, u, TC, S\}$ to denote the Route-Switching Game with complete information. Here, the meanings of $G, A$ and $\Gamma$ have been explained in section 2. $r = \{r_1, \cdots, r_M\}$ and $\mu = \{\mu_1, \cdots, \mu_M\}$ are publicly-known parameter vectors of flows. $TC$ is the set of players’ cost functions, shown in (9). $S = \{(e, j) | e \in E, j \in C\}$ is the two-dimensional strategy space. In this paper, we consider the symmetric game where all players have the same strategy space. Further, we denote $s = \{s_1, \cdots, s_M\}$ the strategy profile, where $s_k = \{(e, j) \in S \mid X_{e;j}^k = 1\}$ is $F_k$’s route-repick strategy. Since $F_k$’s costs and $\lambda_{e,j}^k$ are relevant to the strategy profile $s$, we denote them by $DC_k(s), ECO_k(s), SC_k(s), TC_k(s)$ and $\lambda_{e,j}^k(s)$, respectively.

In addition, it’s worthy mentioning that the above formulation does not impose any constraints on the connectivity of switched routes but such an omission won’t influence any of the following analytical results. Instead, we guarantee the connectivity through our algorithm implementation (see Theorem 3 in section 3.3).

Finally in this subsection, we give the definition of the Nash Equilibrium, which will be frequently discussed.

Definition 1 (Nash Equilibrium): A strategy profile $s^* = (s_1^*, s_2^*, \cdots, s_M^*)$ is a Nash Equilibrium if for any player $F_k$ ($\forall k \in M$) and any strategy $s_k \subseteq S$,

$$TC_k(s_k^*; s_{-k}) \leq TC_k(s_k; s_{-k}),$$

where $s_{-k}^*$ is the strategy profile $s^*$ excluding $s_k^*$. By definition, no player can reduce its own costs by unilaterally changing the strategy at the equilibrium.

3.2 Potential Game

The potential game [27] is a relatively new game-theoretical model which can characterize a wide range of games, including the classical congestion game [26]. It has already demonstrated its importance through many successful applications to practical problems like spatial spectrum access [20][21], gateway selections [22], etc.

In the rest of this subsection, we will briefly introduce the concept of the potential game and its properties, which will be further exploited in this paper.

Definition 2 (Potential Game): A game is referred to as the potential game if and only if there exists a potential function in the game.

Definition 3 (Potential Function): A function $\Phi(s)$ is the potential function for the minimum game $G$ if for any strategy profile $s$, any player $F_k$ ($\forall k \in M$) and its any two strategies $s_k, s_k' \subseteq S$,

$$TC_k(s_k'; s_{-k}) - TC_k(s_k; s_{-k}) < 0$$

$$\Rightarrow \Phi(s_k'; s_{-k}) - \Phi(s_k; s_{-k}) < 0.$$ 

Potential games have many ideal properties, and we mainly use three of them in this paper.

Property 1: Every finite potential game has at least one pure Nash Equilibrium.

$^6$To reduce the sensing overheads, efficient sensing schemes like cooperative sensing [13], compressive sensing [14], etc, can be adopted here.

$^7$In this paper, each player $F_k$’s ($\forall k \in M$) strategy can be expressed in two forms: $s_k$ and the corresponding 0-1 indication $X_{e;j}^k$ ($e \in E, j \in C$). The two forms are equivalent and will be used interchangeably in the following. Note that $\sum_{e \in E} \sum_{j \in C} X_{e;j}^k$ is the same as $\sum_{(e, j) \in S}$.

$^8$We only consider the pure NE throughout this paper.

$^9$A game is a minimum game if players tend to minimize their cost functions.

$^{10}$A game is said to be finite when each player has a finite number of options and the number of players is also finite.
From the definition of the potential function, we can observe that the minimum of the potential function corresponds with a pure NE in the minimum game since at the minimum, no player can unilaterally decrease its own costs otherwise the decrease in this player’s costs will also lead to the reduction in the potential function, violating the definition of the minimum. Conversely, any pure NE in a potential game is also a minimum of the potential function, otherwise there exists at least one player who can decrease its own costs by reducing the potential function towards the minimum, which deviates from the definition of NE.

**Property 2:** Every finite potential game has the Finite Improvement Property (FIP).

The meaning of FIP is as the following. Initially, each player can randomly select its own strategy. Then every player rotates to improve its strategy by reducing the potential function at each step with others’ strategies fixed. After finite improvement steps, the potential function will reach the minimum, and thus an NE is derived. FIP actually provides us with a feasible method to compute an NE in the potential game, which will be further exploited in section 3.3.

**Property 3:** Every potential game has at least one pure ε-Nash Equilibrium.

We won’t explain the details of Property 3 here. Further discussions will be given in section 3.4.

Proofs to the three properties can be found in [27].

### 3.3 Existence and Computation of the NE

In this subsection, we will first prove that the Route-Switching Game is essentially a potential game. Then an algorithm for computing the NE will be provided.

**Theorem 1:** Under complete information, the Route-Switching Game is a finite potential game which has the potential function:

$$
\Phi(s) = \sum_{k \in M} \omega_k [DC_k(s) + 2EC_k(s) + 2SC_k(s)].
$$

**Proof.** It’s obvious that the Route-Switching Game is finite, and we only prove that (10) is the potential function of the proposed game. Consider an improvement from strategy profile $s$ to $q$. The 0-1 strategy indication is denoted by $X^k_{e,j}$ for $s$ and $X^k_{e,j}'$ for $q$, $\forall k \in M, e \in E, j \in C$. The only difference between $s$ and $q$ is that player $F_k$ improves its strategy from $s_k$ to $q_k$, i.e., $s \setminus \{s_k\} = q \setminus \{q_k\}$. Then we have:

$$
TC_k(s) > TC_k(q),
$$

which means that

$$
\sum_{e \in E} \sum_{j \in C} X^k_{e,j} \phi^k_{e,j} + (1 - A_{e,j}) \gamma
> \sum_{e \in E} \sum_{j \in C} X^k_{e,j}' \phi^k_{e,j}' + (1 - A_{e,j}) \gamma
$$

At the same time, we define:

$$
\zeta^k_{e,j}(s) := \omega_k [\lambda^k_{e,j}(s) + 2\varphi^k_{e,j} + 2(1 - A_{e,j}) \gamma].
$$

Thus we can derive

$$
\Phi(s) - \Phi(q) = \sum_{k' \in M} \sum_{(e,j) \in s_{k'}} \zeta^k_{e,j}(s) - \sum_{k' \in M} \sum_{(e,j) \in q_{k'}} \zeta^k_{e,j}(q)
= [ \sum_{(e,j) \in s_{k}} \zeta^k_{e,j}(s) - \sum_{(e,j) \in q_{k}} \zeta^k_{e,j}(q) ]
+ \sum_{k' \in M} \sum_{(e,j) \in s_{k'}} \zeta^k_{e,j}(s) - \sum_{k' \in M} \sum_{(e,j) \in q_{k'}} \zeta^k_{e,j}(q).
$$

For the first term in the above equation,

$$
\sum_{(e,j) \in s_{k}} \zeta^k_{e,j}(s) - \sum_{(e,j) \in q_{k}} \zeta^k_{e,j}(q)
= \sum_{e \in E} \sum_{j \in C} X^k_{e,j} \omega_k [\lambda^k_{e,j}(s) + 2\varphi^k_{e,j} + 2(1 - A_{e,j}) \gamma]
- \sum_{e \in E} \sum_{j \in C} X^k_{e,j}' \omega_k [\lambda^k_{e,j}(q) + 2\varphi^k_{e,j} + 2(1 - A_{e,j}) \gamma].
$$

For the second term in (11), we should first notice that

$$
s_k' = q_k', \forall k' \in M_k,
$$

i.e.,

$$
X^k_{e,j} = X^k_{e,j}', \forall k' \in M_k, e \in E, j \in C.
$$

Then the second term can be equally written as

$$
\sum_{k' \in M_k} \sum_{e \in E} \sum_{j \in C} X^{k'_e}_{e,j} \omega_{k'_e,j} [\lambda^{k'_e}_{e,j}(s) - \lambda^{k}_{e,j}(q)]
= \sum_{k' \in M_k} \sum_{e \in E} \sum_{j \in C} X^{k'_e}_{e,j} \omega_{k'_e,j} \theta_{e,e'} (X^{k}_{e,j} - X^{k}_{e,j}'),
$$

Note that the deduction of (14) exploits the fact that

$$
\lambda^k_{e,j}(s) - \lambda^k_{e,j}(q) = \sum_{e \in E} \omega_k \theta_{e,e'} (X^k_{e,j} - X^k_{e,j}),
$$

$$
\forall k' \in M_k, e \in E, j \in C,
$$

since only $F_k$’s strategy changes while others’ routes remain the same.

Interchange the role of $e$ and $e'$ together with (13) and the assumption $\theta_{e,e'} = \theta_{e',e}$, equation (14) can also
be written as
\[
\sum_{e \in E} \sum_{j \in C} X_{e,j}^k \omega_k \sum_{k' \in M_k} \sum_{e' \in E} X_{e',j}^{k'} \omega_{k'} \theta_{e,e'}
- \sum_{e \in E} \sum_{j \in C} X_{e,j}^k \omega_k \sum_{k' \in M_k} \sum_{e' \in E} X_{e',j}^{k'} \omega_{k'} \theta_{e,e'}
= \sum_{e \in E} \sum_{j \in C} X_{e,j}^k \omega_k \lambda_{e,j}^k(s) - \sum_{e \in E} \sum_{j \in C} X_{e,j}^k \omega_k \lambda_{e,j}^k(q).
\]
By summing (12) and (15), we finally obtain that
\[
\Phi(s) - \Phi(q) = \sum_{e \in E} \sum_{j \in C} X_{e,j}^k \omega_k [2\lambda_{e,j}^k(s) + 2\varphi_{e,j}^k + 2(1 - A_{e,j})\gamma]
- \sum_{e \in E} \sum_{j \in C} X_{e,j}^k \omega_k [2\lambda_{e,j}^k(q) + 2\varphi_{e,j}^k + 2(1 - A_{e,j})\gamma]
= 2\omega_k [TC_k(s) - TC_k(q)] > 0.
\]
Hence, we have proved that (10) is the potential function of the proposed game. \qed

**Theorem 2:** There’s a unique Nash Equilibrium in the Route-Switching Game with complete information.

**Proof.** The existence of the pure NE directly follows Property 1 of potential games, which we won’t formally discuss here. As for the uniqueness, note that \(\Phi(s)\) is a linear function in a close hyperplane, so it only has a single minimum point. As is mentioned in section 3.2, every pure NE in a potential game must also be a minimum of the potential function, so the Route-Switching Game (with complete information) only has one unique NE. \qed

Next, we will design an algorithm for finding the NE in the Route-Switching Game, shown in **Algorithm 1**. This algorithm is actually an iterative algorithm following FIP. Its major part is the strategy improvement (or update), which is done by first converting the reduction of the potential function to finding the shortest path in an undirected graph and then applying the well-known Dijsktra Algorithm to find such a path. Step 8 in Algorithm 1 indicates channels reclaimed by PUs cannot be exploited by SUs anymore. Step 9 and 10 handle the constraints mentioned in section 2.4, where \(\Omega\) is the set of “(link, channel)” pairs that will deviate Constraint 2 if they are included in \(F_k\)’s two-dimensional route, and \(\Lambda\) is the set of nodes that violate Constraint 3. Note that Constraint 1 has already been satisfied through the implementation of Dijsktra Algorithm since at most one edge is chosen between a certain pair of nodes. \(m\) in the algorithm acts like a counter recording the subsequent times for which players cannot reduce the value of the potential function, and the stop condition (step 19) indicates that all \(M\) players cannot reduce the potential function anymore, where the minimum point (NE) is reached. Note that a player’s strategy is updated only when it can reduce the potential function (step 13 and 14) otherwise its previous strategy remains. Besides, the expression of \(W_{(e,j)}\) in step 6 when \(F_k\) is improving its strategy is given by
\[
W_{(e,j)} = \sum_{k \in M_k} \sum_{e \in E} X_{e,j}^k \omega_k \theta_{e,e'} + 2\omega_k \varphi_{e,j}^k + 2\omega_k (1 - A_{e,j})\gamma.
\]
The correctness of (17) and Algorithm 1 is shown in the proof to Theorem 3.

**Algorithm 1** Find the Nash Equilibrium \(s^*\) in the Route-Switching Game with complete information

1: Initialize \(X_{e,j}^k = 1, \forall k \in M, e \in E, j \in C\);
2: \(\Phi_0 = +\infty, n = 0, k = 0, m = 0\);
3: \(\Phi_0 = +\infty, n = 0, k = 0, m = 0\);
4: \(n = n + 1, k = (k \mod M) + 1\);
5: for each \(e \in E, j \in C\) do
6: \(\text{Update edge weight } W_{(e,j)} \text{ according to (17)}\);
7: \(\text{end for}\)
8: \(\text{Set } W_{(e,j)} = +\infty, \forall j \in \Gamma, e \in E\);
9: \(\text{Set } W_{(e,j)} = +\infty, \forall e,j \in \Omega\);
10: \(\text{Set } W_{(e,j)} = +\infty, \forall v \in \Lambda, e \in E(v), j \in C\);
11: \(\text{Call Dijsktra Algorithm to find the shortest path for } F_k \text{ in the extended graph with weight } W_{(e,j)} \text{ (\forall e \in E,j \in C)}\);
12: \(\text{Call Dijsktra Algorithm to find the shortest path for } F_k \text{ in the extended graph with weight } W_{(e,j)} \text{ (\forall e \in E,j \in C)}\);
13: \(\text{Call Dijsktra Algorithm to find the shortest path for } F_k \text{ in the extended graph with weight } W_{(e,j)} \text{ (\forall e \in E,j \in C)}\);
14: \(\text{Update } F_k\text{'s strategy according to the shortest path; }\)
15: \(m = 0;\)
16: \(\text{else}\)
17: \(m = m + 1, \Phi_n = \Phi_{n-1};\)
18: \(\text{end if}\)
19: \(\text{until } m = M\)
20: \(s^*_k = \{(e,j)|X_{e,j}^k = 1, e \in E, j \in C\}, \forall k \in M;\)
21: \(\text{END.}\)

**Theorem 3:** Each improvement step in Algorithm 1 can reduce the potential function to the maximum extent and guarantee the route connectivity in polynomial time with time complexity \(O(|E||C| + |V|^2)\).

**Proof.** Suppose \(F_k\) is updating its strategy. Then we have
\[
\Phi(s) = \sum_{k' \in M_k} \sum_{e \in E} \sum_{j \in C} X_{e,j}^{k'} \lambda_{e,j}(s) + \sum_{e \in E} \sum_{j \in C} X_{e,j}^k \lambda_{e,j}(s),
\]
where
\[
\lambda_{e,j}^k(s) := \omega_k [\lambda_{e,j}^k(s) + 2\varphi_{e,j}^k + 2(1 - A_{e,j})\gamma].
\]
Since \(X_{e,j}^k\) (\(\forall k' \in M_k, e \in E, j \in C\)) has been fixed when \(F_k\) is updating its strategy, then reducing \(\Phi(s)\)
equals to reducing
\[
\Phi'(s) = \sum_{k\in\mathcal{M}_k} \sum_{e\in E} X_{e,j}^k \omega_{e,j} \sum_{e'\in E} X_{e',j}^k \omega_{e',e'}
+ \sum_{e\in E} \sum_{j\in \mathcal{C}} X_{e,j}^k \phi_{e,j}(s)
\]

For the first term in \(\Phi'(s)\),
\[
\sum_{e'\in E} X_{e',j} \omega_{e',e'} \left( \sum_{e'\in E} X_{e',j} \omega_{e',e'} \right)
= \sum_{e\in E} \sum_{j\in \mathcal{C}} X_{e,j}^k \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e',j}^k \omega_{e',e'}
= \sum_{e\in E} \sum_{j\in \mathcal{C}} X_{e,j}^k \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e',j}^k \omega_{e',e'}
= \sum_{(e,j)\in s_k} \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e,j}^k \omega_{e',e'}
\]

Note that we interchange the role of \(e\) and \(e'\) in the above equation and exploit \(\theta_{e,e'} = \theta_{e',e}\). Hence, \(\Phi'(s)\) can be written as
\[
\Phi'(s) = \sum_{(e,j)\in s_k} \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e,j}^k \omega_{e',e'}
+ \sum_{(e,j)\in s_k} \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e,j}^k \omega_{e',e'}
= \sum_{(e,j)\in s_k} \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e,j}^k \omega_{e',e'}
+ \sum_{(e,j)\in s_k} \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e,j}^k \omega_{e',e'}
\]

Therefore, if we set the weight of edge \((e,j)\) in the extended graph when \(s_k\) is updating its strategy to be
\[
W_{(e,j)} = \sum_{k'\in \mathcal{M}_k} X_{e,j}^k \omega_{e',e'}
+ 2\omega_{e,j} \max_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e',j}^k \omega_{e',e'}
\]
finding the shortest path in the extended graph will equal to reducing \(\Phi'(s)\) to the maximum extent (recall the optimality of Dijkstra Algorithm), which further reduces the potential function \(\Phi(s)\) to the maximum extent. Besides, the route connectivity can be guaranteed by the property of Dijkstra Algorithm.

In terms of the time complexity, setting weight \(W_{(e,j)}\) on the extended graph in each improvement step will consume \(O(|E||C|)\) and Dijkstra Algorithm is of \(O(|V|^2)\). Hence the overall time complexity of each improvement step is \(O(|E||C| + |V|^2)\).

3.4 \(\epsilon\)-Nash Equilibrium

Algorithm 1 offers us a method to compute the exact NE, where no players can reduce their own costs by unilaterally deviating the NE. Unfortunately, we cannot formally prove that Algorithm 1 will always reach the minimum of the potential function in polynomial time, even though simulation results show the fast-reaching tendency (see section 6). Alternatively, we can obtain an approximate NE or \(\epsilon\)-NE in polynomial time, by modifying Algorithm 1. Firstly, we give the formal definition of the \(\epsilon\)-Nash Equilibrium.

**Definition 4** (\(\epsilon\)-Nash Equilibrium): A strategy profile \(s^* = (s_1^*, s_2^*, \ldots, s_M^*)\) is an \(\epsilon\)-Nash Equilibrium if for any player \(F_k\) \((\forall k \in \mathcal{M})\) and its any strategy \(s_k \subseteq S\),
\[
TC_k(s^*_k; s^*_{-k}) \leq TC_k(s_k; s^*_{-k}) + \epsilon.
\]
The above definition implies that no player can reduce its costs by \(\epsilon\) if it unilaterally violates the \(\epsilon\)-NE. Particularly, when \(\epsilon = 0\), the \(\epsilon\)-NE becomes the exact NE.

As a corollary of Property 3 of potential games, we have the following theorem.

**Theorem 4**: Under complete information, every Route-Switching Game has a unique \(\epsilon\)-Nash Equilibrium.

To compute the pure \(\epsilon\)-Nash Equilibrium, we only need to slightly modify Algorithm 1 by setting the condition in step 13 to be \(\Phi_{n+1} < \Phi_n - \epsilon\). By such a modification, we can conclude Theorem 5.

**Theorem 5**: The computation of the \(\epsilon\)-Nash Equilibrium can terminate in \(O(MP|E|\epsilon^2)\) steps, where \(P = \min\{|C|, M\}\).

**Proof.** From (2), it’s obvious that
\[
\lambda_{e,j}^k(s) = \sum_{k'\in \mathcal{M}_k} \sum_{e'\in E} X_{e,j}^k \omega_{e',e'} \leq \max_{k'\in \mathcal{M}_k} \omega_{e,j} \sum_{e'\in E} X_{e',j}^k \omega_{e',e'}
\]
\[
= |E| \max_{k'\in \mathcal{M}_k} \omega_{e,j}.
\]
Define \(U := \max_{k'\in \mathcal{M}_k} \omega_{e,j} ; Q := \max_{k'\in \mathcal{M}_k, e'\in E, j\in \mathcal{C}} \varphi_{e,j}^{k'}\)
Then according to (1) and (2), we have
\[
\Phi(s) = \sum_{k'\in \mathcal{M}_k} \sum_{(e,j)\in s_k} \omega_{e,j} \lambda_{e,j}^k(s) + 2\varphi_{e,j}^{k'} + 2(1 - A_{e,j}) \gamma
\]
\[
\leq U(|E|U + 2Q + 2\gamma) \sum_{e'\in E} \sum_{j\in \mathcal{C}} \sum_{k'\in \mathcal{M}_k} X_{e',j}^k
\]
\[
\leq P|E|U(|E|U + 2Q + 2\gamma),
\]
where \(P = \min\{|C|, M\}\). According to the procedures of Algorithm 1, the value of the potential function will be reduced by at least \(\epsilon\) after every \(M\) improvement steps otherwise the algorithm will stop. Hence, together with \(\Phi(s) \geq 0\), we can conclude that the maximum number of improvement steps will be
\[
\frac{M \Phi(s)}{\epsilon} \leq \frac{MP|E|U(|E|U + 2Q + 2\gamma)}{\epsilon}
\]
Hence, the computation of an \(\epsilon\)-Nash Equilibrium can terminate in \(O(MP|E|\epsilon^2)\) steps. \(\Box\)
4. ROUTE-SWITCHING GAMES WITH INCOMPLETE INFORMATION

In the above sections, we assume that all players have the exact information about others. However, obtaining exact parameters about other concurrent flows could be very difficult in the practical situations. As is often the case, we can obtain the statistical information about other flows, i.e., the incomplete-information scenario. In this section, we will extend our scheme to the incomplete-information game.

The proposed game with incomplete information can be indicated by the tuple \( G = (G, A, T, S, TC, T, p) \). The slight differences between this definition and that of the complete-information game lie in two aspects. Firstly, we introduce a type space \( T = T_1 \times \cdots \times T_M \) to indicate the possible rates and packet sizes of data flows in the incomplete-information game, where \( T_k \) is the type space of data flow \( F_k \). Then flow \( F_k \)'s strategy \( s_k \) is a mapping from \( T_k \) to the strategy space \( S \). Besides, the flow rate would be \( r_k(t) \), the packet size would be \( \mu_k(t) \), and the energy costs in channel \( e \) over link \( e \) would be \( \varphi_{e,j}(t) \) if data flow \( F_k \) is of type \( t \). Similarly, we define \( \omega_k(t) = \frac{\mu_k(t)}{r_k(t)} \) and denote \( T = \{ t_1, \cdots, t_M \} \) the type profile, where \( t_k \) is the type of \( F_k \). Secondly, each player only knows the type distribution \( p(t) \) of other data flows over the type space \( T \), where \( p = (p(t_1, t_2, \cdots, t_M)) \). Note that the Probability Density Function will be used when the type distribution is continuous. We assume the type distribution of each data flow is independent:

\[
p(t_1, t_2, \cdots, t_M) = \prod_{k \in M} p_k(t_k),
\]

where \( p_k(t_k) \) is the probability that data flow \( F_k \) is of type \( t_k \), shown by

\[
p_k(t_k) = \sum_{t \in T \mid t_k = t} p(t_1, t_2, \cdots, t_M).
\]

Then we define the NE used in incomplete-information games, referred as the pure Bayesian Nash Equilibrium.

**Definition 5 (Bayesian Nash Equilibrium):** A strategy profile \( s^* = (s_1^*, s_2^*, \cdots, s_M^*) \) is a pure Bayesian Nash Equilibrium if for any data flow \( F_k \) (\( \forall k \in M \)) and its any type \( t \in T_k \), \( s_k^* \) satisfies:

\[
s_k^*(t) = \arg \min_{s_k(t) \in S} \mathbb{E}\{TC_k(s_k(t); s_{-k}(t-k))|t = t_k\},
\]

where \( \mathbb{E}\{TC_k(s_k(t); s_{-k}(t-k))|t = t_k\} \) is \( F_k \)'s expected cost function when it is of type \( t \) and adopts \( s_k(t) \).

Unlike Theorem 2 in the complete-information scenario, we won't directly offer a formal proof of the existence of the Bayesian NE. Instead, we'll first provide an algorithm to compute the Bayesian NE and then prove its correctness, shown in Algorithm 2 and Theorem 6.

**Theorem 6:** Algorithm 2 can compute a pure Bayesian Nash Equilibrium of the Routing-Switching Game with incomplete information.

**Algorithm 2** Computation of the Bayesian NE \( s^* \)

1: for each \( k = 1 : M \) do
2: \( \mathbb{E}\{\omega_k(t_k)\} = \sum_{T \in T} p(t_1, t_2, \cdots, t_M) \omega_k(t_k) \);
3: Compute \( \mathbb{E}\{\varphi_{e,j}(t_k)\} (\forall e \in E, j \in C) \) similarly;
4: end for
5: Compute the Nash Equilibrium \( \bar{s} \) using Algorithm 1 by replacing \( \omega_k \) and \( \varphi_{e,j} \) with \( \mathbb{E}\{\omega_k(t_k)\} \) and \( \mathbb{E}\{\varphi_{e,j}(t_k)\} (\forall k \in M, e \in E, j \in C) \), respectively;
6: Set \( s_k^*(t) = \bar{s}_k^* (\forall k \in M, t \in T_k) \);
7: END.

**Proof.** We consider the contradiction and assume there exists a data flow \( F_k \) (of type \( t \)) whose strategy obtained by Algorithm 2 (i.e., \( s_k^*(t) = \bar{s}_k^* \)) is not its best response at the Bayesian NE. Then according to the definition of the Bayesian NE, \( F_k \) can change its strategy to \( \tilde{s}_k \) (\( \tilde{s}_k \neq \bar{s}_k^* \)) so that

\[
\mathbb{E}\{TC_k(\tilde{s}_k^*; s_{-k}(t-k))|t_k = t\} < \mathbb{E}\{TC_k(s_k^*(t); s_{-k}(t-k))|t_k = t\},
\]

(18)

where \( t_k \) is the type profile excluding \( F_k \)'s type \( t_k \).

\( F_k \)'s expected cost function when it is of type \( t \) under \( s_k(t) \) is

\[
\mathbb{E}\{TC_k(s_k(t); s_{-k}(t-k))|t_k = t\}
= \sum_{(e,j) \in s_k(t)} [\mathbb{E}\{\lambda_{e,j}(s_{-k}(t-k)); s_{-k}(t-k))|t_k = t\} + \varphi_{e,j}(t) + (1 - A_{e,j}) \gamma].
\]

(19)

Note that equation (19) is established on the fact that \( \mathbb{E}\{\lambda_{e,j}(s_k(t); s_{-k}(t-k))|t_k = t\} = \mathbb{E}\{\lambda_{e,j}(s_{-k}(t-k))\} \) since the type distribution of each data flow is mutually independent and \( \lambda_{e,j}(s) \) only depends on others’ strategies \( s_{-k}(t-k) \). Taking (19) to (18), we derive

\[
\sum_{(e,j) \in s_k^*} [\mathbb{E}\{\lambda_{e,j}(s_{-k}(t-k))\} + \varphi_{e,j}(t) + (1 - A_{e,j}) \gamma]
< \sum_{(e,j) \in \tilde{s}_k^*} [\mathbb{E}\{\lambda_{e,j}(s_{-k}(t-k))\} + \varphi_{e,j}(t) + (1 - A_{e,j}) \gamma].
\]

(20)

Step 4 in Algorithm 2 corresponds with a new complete-information game. To avoid the confusion of notations, we will denote \( \tilde{s} \) an arbitrary strategy profile in the new complete-information game and the corresponding 0-1 strategy indication is \( X_{i,j}^\tilde{s} \) (\( \forall i \in M, e \in E, j \in C \)). By comparison, the corresponding strategy profile in the incomplete-information game is \( s \) which is a mapping from the type space to the strategy space, and the 0-1 indication is \( X_{i,j}^s \) (\( \forall i \in M, e \in E, j \in C, t \in T_k \)).

\[
TC_k(\tilde{s}) = \sum_{(e,j) \in \tilde{s}_k} [\lambda_{e,j}^\tilde{s}(s) + \varphi_{e,j}(t) + (1 - A_{e,j}) \gamma].
\]
Here, \[ \hat{\lambda}_{e,j}^k(s) = \beta \sum_{e' \in E} \sum_{k' \in M_k} \hat{X}_{e,j}^{k'} \hat{\omega}_{k'} \theta_{e,e'}, \]

\[ \hat{\omega}_{k'} = \mathbb{E}\{\omega_{k'}(t_{k'})\} = \sum_{T \in \mathcal{T}} p(t_1, t_2, \ldots, t_M) \frac{\mu_{k'}(t_{k'})}{r_{e'}(t_{k'})}. \]

The above equation is actually derived from step 2 of Algorithm 2. Besides, according to step 6, the correspondence \( \hat{s}_{k'} = s_{k'}(t) \) holds in the new complete-information game, for every \( k' \in M_k \) and \( t \in T_{k'} \). Hence, \( \hat{\lambda}_{e,j}^k(\hat{s}) \) can be equally written as

\[ \sum_{e' \in E} \sum_{k' \in M_k} \hat{X}_{e,j}^{k'} \theta_{e,e'} \sum_{T \in \mathcal{T}} p(t_1, t_2, \ldots, t_M) \frac{\mu_{k'}(t_{k'})}{r_{e'}(t_{k'})} \]

\[ = \sum_{T \in \mathcal{T}} p(t_1, t_2, \ldots, t_M) \beta \sum_{e' \in E} \sum_{k' \in M_k} \hat{X}_{e,j}^{k'} (t_{k'}) \theta_{e,e'} \omega_{k'} (t_{k'}) \]

\[ = \mathbb{E}\{\lambda_{e,j}^k(s_{-k}(t_{-k}))\}. \]

This means that in the new complete-information game,

\[ TC_k(\hat{s}) = \sum_{(e,j) \in \mathcal{E}} \mathbb{E}\{\lambda_{e,j}^k(s_{-k}(t_{-k}))\} + \omega_{e,j}(t) + (1-A_{e,j}) \gamma \text{.} \]

Taking the above equation to (20) and noticing that \( s_{-k}(t_{-k}) = s_{-k} \) for every \( t_{-k} \in T_{-k} \), we can conclude that in the new complete-information game formed in step 5 of Algorithm 2,

\[ TC_k(\hat{s}_k; \hat{s}_{-k}) < TC_k(s_k; \hat{s}_{-k}) \]

which means that \( s^* \) is not the NE for the corresponding complete-information game, contradicting to the correctness of Algorithm 1. Hence Theorem 6 has been proved.

It should be mentioned that when the Bayesian \( \epsilon \)-Nash Equilibrium is calculated, similar modifications (see section 3.4) should be made to Algorithm 1.

5. PRICE OF ANARCHY

In this section, we will compare the performance of the proposed game with the socially optimal results obtained in centralized schemes. As for the complete-information game, we will compare the social costs and analyze the Price of Anarchy (PoA) [26]. In terms of the incomplete-information scenario, the expected social costs as well as the Bayesian Price of Anarchy (BPoA) will be discussed.

5.1 Complete-Information Game

In the route-switching game with complete information, the metric of our interests is social costs, defined as the following.

**Definition 6 (Social Costs):** The social costs are the sum of all player’s costs, i.e.,

\[ SoC(s) = \sum_{k \in \mathcal{M}} TC_k(s). \]

Then we introduce the definition of Price of Anarchy in the complete-information game.

**Definition 7 (Price of Anarchy):** The price of anarchy is the ratio of social costs between the worst NE and the optimality in centralized schemes, i.e.,

\[ PoA = \frac{SoC(s^*)}{\min_s SoC(s)}, \]

where \( s^* \) is the worst NE point of the proposed game. Since the Route-Switching Game only has one unique NE, \( s^* \) is exactly the equilibrium obtained through Algorithm 1.

The following theorem shows that the PoA of the proposed game has an upper bound.

**Theorem 7:** The upper bound of the Price of Anarchy in the proposed game is \( \rho \), where \( \rho = \frac{2 \max_{k \in \mathcal{M}} \omega_k}{\min_{k \in \mathcal{M}} \omega_k} \).

**Proof.** Let \( s^* \) denote the Nash Equilibrium obtained through Algorithm 1 and \( q \) be the strategy profile which can minimize the social costs. At the same time, we define \( Z_1 := \max_{k \in \mathcal{M}} \omega_k \) and \( Z_2 := \min_{k \in \mathcal{M}} \omega_k \). Thus \( \rho = \frac{2Z_1}{Z_2} \). We can rewrite the expression of the potential function by

\[ \Phi(s) = 2 \sum_{k \in \mathcal{M}} \omega_k [DC_k(s) + EC_k(s) + SC_k(s)] - \sum_{k \in \mathcal{M}} \omega_k DC_k(s) \]

\[ \leq 2Z_1 SoC(s) - \sum_{k \in \mathcal{M}} \omega_k DC_k(s) \]

Similarly, we have

\[ \Phi(s) \geq Z_2 SoC(s) + \sum_{k \in \mathcal{M}} \omega_k [EC_k(s^*) + SC_k(s^*)] \leq \Phi(s^*) \]

\[ \leq \Phi(q) \leq 2Z_1 SoC(q) - \sum_{k \in \mathcal{M}} \omega_k DC_k(q). \]

For the simplicity of denotations, we define

\[ \alpha := \sum_{k \in \mathcal{M}} \omega_k [DC_k(q) + EC_k(s^*) + SC_k(s^*)] \]

Then we can derive that

\[ Z_2 SoC(s^*) \leq SoC(q)(2Z_1 - \alpha) \]

From the above inequality, we finally have

\[ PoA = \frac{SoC(s^*)}{SoC(q)} \leq \frac{2Z_1}{Z_2} - \frac{\alpha}{Z_2} \leq \rho \]

\( \square \)

Theorem 7 implies that the social costs under the NE derived from Algorithm 1 won’t exceed \( \rho \) times of the minimum social costs even in the worst case. Here, \( \rho \) characterizes the heterogeneity of incoming data flows, which reflects the variance of flows’ required time for transmitting one packet. In reality, such variance is not
significant considering the transmission efficiency and costs [25]. Specially, when flows are homogeneous (ω_k is identical, ∀k ∈ M), the NE yields less than twice of the minimum social costs (ρ = 2). Besides, ρ is a relatively loose bound, which means that the real PoA could be much less than ρ. The above two remarks of ρ imply that the obtained NE is actually close to the optimality in the practical situations (the PoA is usually below 1.5, as is shown in the simulation).

5.2 Incomplete-Information Game

As for the incomplete-information scenario, the corresponding concept is referred as the Bayesian Price of Anarchy (BPOA), which is defined as the following.

**Definition 8 (Bayesian Price of Anarchy):** The Bayesian price of anarchy is the ratio of expected social costs between the worst Bayesian NE and the optimal results obtained by centralized schemes, i.e.,

\[
BPOA = \frac{\mathbb{E}\{SoC(s^*)\}}{\min_{s \in \tilde{S}} \mathbb{E}\{SoC(s)\}}.
\]

Similarly, \( s^* \) corresponds to the Bayesian NE obtained through Algorithm 2.

The upper bound of the Bayesian Price of Anarchy is given in Theorem 8.

**Theorem 8:** The upper bound of the Bayesian Price of Anarchy in the proposed game is \( q \), where

\[
q = \frac{2 \max_{k \in M} \mathbb{E}\{\omega_k(t_k)\}}{\min_{k \in M} \mathbb{E}\{\omega_k(t_k)\}}.
\]

**Proof.** Step 5 of Algorithm 2 corresponds with a new complete-information game. Similar to the denotations used in Appendix D, to avoid the confusion of denotations, we will denote \( \tilde{s} \) an arbitrary strategy profile in the new complete-information game and the corresponding 0-1 strategy indication is \( \tilde{X}_{e;j}^{k}(t) \) (∀k ∈ M, e ∈ E, j ∈ C). The corresponding strategy profile in the incomplete-information game is \( s \) which is a mapping from the type space to the strategy space, and the 0-1 indication is \( X_{e;j}^{k}(t) \) (∀k ∈ M, e ∈ E, j ∈ C, t ∈ T_k).

In the new complete-information game, the potential function under the strategy profile \( \tilde{s} \) is shown by

\[
\Phi(\tilde{s}) = \sum_{k \in M} \mathbb{E}\{\omega_k(t_k)\}[DC_k(\tilde{s}) + 2EC_k(\tilde{s}) + 2SC_k(\tilde{s})],
\]

where \( \mathbb{E}\{\omega_k(t_k)\} = \sum_{t \in T} p(t_1, \cdots, t_M)\omega_k(t_k) \) is derived from step 2 of Algorithm 2. Besides, the expressions of \( DC_k(\tilde{s}) \), \( EC_k(\tilde{s}) \) and \( SC_k(\tilde{s}) \) in (21) are shown as the following.

\[
DC_k(\tilde{s}) = \sum_{(e,j) \in \tilde{s}_k} \sum_{e' \in E_k} \sum_{k' \in M} \mathbb{E}\{\omega_{k'}(t_{k'})\}\theta_{e,e'}.
\]

Similar to the discussion in Appendix D, we notice that the correspondence \( \tilde{s}_k = s_k(t) \) holds in the new complete-information game, for every k ∈ M and t ∈ T_k. Hence, taking (22) into (23), we can rewrite \( DC_k(\tilde{s}) \) as

\[
DC_k(\tilde{s}) = \sum_{(e,j) \in \tilde{s}_k} \sum_{e' \in E_k} \sum_{k' \in M} \tilde{X}_{e;j}^{k'} \mathbb{E}\{\omega_{k'}(t_{k'})\}\theta_{e,e'}
\]

\[
= \sum_{t \in T} p(t_1, \cdots, t_M) \sum_{(e,j) \in \tilde{s}_k} \sum_{e' \in E_k} \sum_{k' \in M} X_{e;j}^{k'} \omega_{k'}(t_{k'})\theta_{e,e'}
\]

\[
= \mathbb{E}\{DC_k(\tilde{s})\}.
\]

Then we transform \( EC_k(\tilde{s}) \) in a similar way:

\[
EC_k(\tilde{s}) = \sum_{(e,j) \in \tilde{s}_k} \mathbb{E}\{\varphi_{e;j}(t_k)\}
\]

\[
= \sum_{(e,j) \in \tilde{s}_k} \sum_{t \in T} p(t_1, \cdots, t_M)(1 - A_{e,j})\gamma
\]

\[
= \sum_{t \in T} p(t_1, \cdots, t_M) \sum_{(e,j) \in \tilde{s}_k} (1 - A_{e,j})\gamma
\]

\[
= \mathbb{E}\{EC_k(s)\}.
\]

Finally, we transform \( SC_k(\tilde{s}) \) by

\[
SC_k(\tilde{s}) = \sum_{(e,j) \in \tilde{s}_k} (1 - A_{e,j})\gamma
\]

\[
= \sum_{(e,j) \in \tilde{s}_k} \sum_{t \in T} p(t_1, \cdots, t_M)(1 - A_{e,j})\gamma
\]

\[
= \sum_{t \in T} p(t_1, \cdots, t_M) \sum_{(e,j) \in \tilde{s}_k} (1 - A_{e,j})\gamma
\]

\[
= \mathbb{E}\{SC_k(s)\}.
\]

Here, we use the fact that

\[
\sum_{t \in T} p(t_1, \cdots, t_M) = 1.
\]

The above discussions imply that

\[
\Phi(\tilde{s}) = \sum_{k \in M} \mathbb{E}\{\omega_k(t_k)\}\mathbb{E}\{DC_k(\tilde{s}) + 2EC_k(\tilde{s}) + 2SC_k(\tilde{s})\}.
\]

Now we suppose that \( s^* \) is the Bayesian NE obtained through Algorithm 2 and \( q \) is the optimal strategy profile which can minimize the expected social costs. Define \( Z_3 = \max_{k \in M} \mathbb{E}\{\omega_k(t_k)\} \) and \( Z_4 = \min_{k \in M} \mathbb{E}\{\omega_k(t_k)\} \), and thus \( q = \frac{Z_4}{Z_3} \). Then we have

\[
\Phi(\tilde{s}) = \sum_{k \in M} \mathbb{E}\{\omega_k(t_k)\}(DC_k(\tilde{s}) + EC_k(\tilde{s}) + SC_k(\tilde{s}))
\]

\[
- \sum_{k \in M} \mathbb{E}\{\omega_k(t_k)\}(DC_k(s))
\]

\[
\leq 2Z_3\mathbb{E}\{SoC(s)\} - \sum_{k \in M} \mathbb{E}\{\omega_k(t_k)\}DC_k(s).
\]

Here, \( \mathbb{E}\{SoC(s)\} \) is the expected social costs:

\[
\mathbb{E}\{SoC(s)\} = \sum_{k \in M} \mathbb{E}\{DC_k(s) + EC_k(s) + SC_k(s)\}.
\]
Similarly, we have
$$\Phi(\bar{s}) \geq Z_4 \mathbb{E}\{SoC(s)\} + \sum_{k \in \mathcal{M}} \mathbb{E}\{\omega_k(t_k)\} \mathbb{E}\{EC_k(s) + SC_k(s)\}.$$\hfill \(\square\)

According to Algorithm 1, \(\Phi(s^*)\) reaches the global minimum, i.e., \(\sum_{k \in \mathcal{M}} \mathbb{E}\{\omega_k(t_k)\} \mathbb{E}\{DC_k(s^*) + 2EC_k(s^*) + 2SC_k(s^*)\}\) reaches the global minimum, then we have
$$Z_4 \mathbb{E}\{SoC(s^*)\} + \sum_{k \in \mathcal{M}} \mathbb{E}\{\omega_k(t_k)\} \mathbb{E}\{EC_k(s^*) + SC_k(s^*)\}$$
$$\leq \sum_{k \in \mathcal{M}} \mathbb{E}\{\omega_k(t_k)\} \mathbb{E}\{DC_k(q) + 2EC_k(q) + 2SC_k(q)\}$$
$$\leq 2Z_4 \mathbb{E}\{SoC(q)\} - \sum_{k \in \mathcal{M}} \mathbb{E}\{\omega_k(t_k)\} \mathbb{E}\{DC_k(q)\}.$$\hfill \(\square\)

The above inequality further implies that
$$Z_3 \mathbb{E}\{SoC(s^*)\} \leq 2Z_3 \mathbb{E}\{SoC(q)\}.$$\hfill \(\square\)

Finally, we derive the BPoA:
$$BPoA = \frac{\mathbb{E}\{SoC(s^*)\}}{\mathbb{E}\{SoC(q)\}} \leq \frac{2Z_3}{Z_4} = \varrho.$$

The above theorem implies that the BPoA is also related to the heterogeneity of incoming data flows. Similar to the discussion of the PoA, the real BPoA is not significant in the practical systems.

6. SIMULATION

6.1 Simulation Settings

In this paper, we exploit MATLAB as our simulation tool. For the network topology generation, we adopt the classical B-A algorithm to generate a (random) scale-free network. We also randomly assign a distance for each pair of nodes in the generated network following the uniform distribution, with the distribution interval \([1, 8]\) m for the first-hop, \([8, 16]\) m for the second-hop, etc. The interference range of each node is 20m. The number of radios equipped by each SU is a random integer following the uniform distribution between \([1, 4]\). The flow rate \(r_k\) and packet size \(\mu_k\) are uniformly distributed in \([400, 800]\) kbps and \([400, 600]\) Bytes, respectively. Besides, the previous channel assignment \(A_{\epsilon,j}\) (\(\forall \epsilon \in E, j \in C\)) as well as each PU’s current channel state is 0 or 1 with an equal probability 0.5. In the following, the number of total channels is fixed to be 10, and the results are scaled by constants for the convenience of demonstration. Each data point is the 50-time average.

6.2 Simulation Results

We first simulate the Finite Improvement Property of the Route-Switching Game, shown in Figure 2 (\(|V| = 30\)). Initially, each player randomly picks a two-dimensional route, which incurs a large value of the potential function. After each improvement step, the potential is gradually reduced and finally reaches the minimum (a very small value but not zero, which might not be obvious in the figure due to the numerical scale), where a pure NE is reached. It also shows that games with more players require more improvement steps but the minimum can still be fast reached.

Figure 3 shows the variation of total channel switching times in the CRN with \(M\) and \(|V|\). From this figure, we can observe that channel switching times increase with \(M\) almost linearly since more players imply more congestion and they are more likely to execute channel switching to avoid mutual interference. Besides, larger network size also leads to higher switching frequency since the length of both frequency and spatial routes increases and the chances that players get influenced by spectrum dynamics are greatly raised.

We then focus on the performance of the \(\epsilon–NE\), which sacrifices some precision in return for the time efficiency. Figure 4 shows the average number of improvement steps under different \(\epsilon\) (note that \(\epsilon = 0\) corresponds
with the exact Nash Equilibrium), and $|V| = 20$. Dotted lines show the range in 50 experiments. We can apparently observe that the number of improvement steps reduces significantly with the increase of $\epsilon$. Besides, we also compare the precision obtained with different $\epsilon$ in Figure 5, which reveals that the potential is raised almost linearly with the increase of $\epsilon$, meaning that the precision of the NE drops. Therefore, a careful design of $\epsilon$ is required to achieve the balance between the time efficiency and the precision.

In Figure 6, we illustrate the comparison between the social optimality (obtained by heuristic searches) and the NE of our game in terms of social costs ($|V| = 15$). We can observe that the social costs under the NE are very close to the optimal results (the PoA is below 1.5).

Next, we illustrate the social costs incurred in our game with complete and incomplete information, respectively ($|V| = 20$), as is shown by the two blue curves in Figure 7. We can observe that the social costs obtained in the complete-information scenario are fewer than those in the incomplete-information game, which demonstrates the advantage of full knowledge. However, as is illustrated by the red curve in Figure 7, the performance gap (measured in the percentile form and in terms of the social costs) between the two scenario shrinks with the increase of the number of flows in the network. Thus, the information advantage is gradually obscure since players’ real type distribution is closer to the probability distribution when more and more players participate in the game.

### 7. RELATED WORKS

For the two-dimensional routing, there have been some literatures focused on the similar problem in conventional wireless networks. A joint channel assignment and routing protocol was investigated in [1] for the IEEE 802.11-based mobile ad hoc networks. A novel
routing metric was introduce in [2] to achieve channel assignment and routing in multi-hop wireless networks. [3] and [4] jointly considered the channel assignment and multi-flow scheduling in the mesh networks. Unfortunately, most of these existing works are neither robust enough to handle spectrum mobility in CRNs nor able to weigh the benefits and costs of route switching.

In the context of CRNs, spectrum dynamics have been heatedly studied recently. For example, [7] proposed the spectrum mobility games in CRNs in order to derive a channel switching plan which minimizes the congestion level, and [6] applied game-theoretical approaches to the spectrum selection problem in face of the channel dynamics. A robust channel assignment scheme in the multi-hop CRN was provided in [17] to handle PUs’ channel reclaiming behaviors. Besides, many market-driven methods were also proposed for the channel selection problem in CRNs such as pricing schemes [15], contract-theoretical mechanisms [11], auction-based approaches [10], etc. In the spatial domain, [12] considered the diversity effects of spatial routes and proposed an optimal routing metric for CRNs, and a connectivity-based routing scheme for the cognitive ad hoc networks was introduced in [16]. However, these schemes only considered either the frequency or the spatial domain. There’re still no major works focusing on two-dimensional routing or spectrum-mobility-incurred route switching in CRNs.

8. CONCLUSION

In this paper, we investigate the spectrum-mobility-incurred route-switching problem in spatial and frequency domain for multi-hop CRNs. We formulate the proposed problem as the Route-Switching Game and prove that this game possesses a potential function. Then an iterative algorithm for finding the NE and a polynomial-time algorithm for computing the NE are provided in [21] to handle PUs’ channel reclaiming behaviors. Besides, many market-driven methods were also proposed for the channel selection problem in CRNs such as pricing schemes [15], contract-theoretical mechanisms [11], auction-based approaches [10], etc. In the spatial domain, [12] considered the diversity effects of spatial routes and proposed an optimal routing metric for CRNs, and a connectivity-based routing scheme for the cognitive ad hoc networks was introduced in [16]. However, these schemes only considered either the frequency or the spatial domain. There’re still no major works focusing on two-dimensional routing or spectrum-mobility-incurred route switching in CRNs.
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