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Abstract—There has been recent interest within the networking
research community to understand how performance scales in cog-
nitive networks with overlapping n primary nodes and m sec-
ondary nodes. Two important metrics, i.e., throughput and delay,
are studied in this paper. We first propose a simple and extendable
decision model, i.e., the hybrid protocol model, for the secondary
nodes to exploit spatial gap among primary transmissions for fre-
quency reuse. Then, a framework for general cognitive networks
is established based on the hybrid protocol model to analyze the
occurrence of transmission opportunities for secondary nodes. We
show that if the primary network operates in a generalized TDMA
fashion, or employs a routing scheme such that traffic flows choose
relays independently, then the hybrid protocol model suffices to
guide the secondary network to achieve the same throughput and
delay scaling as a standalone network without harming the per-
formance of the primary network, as long as the secondary trans-
mission range is smaller than the primary range in order. Our ap-
proach is general in the sense that we only make a few weak as-
sumptions on both networks, and therefore it obtains a wide variety
of results. We show secondary networks can obtain the same order
of throughput and delay as standalone networks when primary
networks are classic static networks, networks with random walk
mobility, hybrid networks, multicast networks, CSMA networks,
networks with general mobility, or clustered networks. Our work
presents a relatively complete picture of the performance scaling
of cognitive networks and provides fundamental insight on the de-
sign of them.

Index Terms— Capacity, cognitive.

1. INTRODUCTION

HE ELECTROMAGNETIC radio spectrum is a natural
T resource, the use of which by transmitters and receivers
is licensed by governments. Today, as wireless applications de-
mand ever more bandwidth, efficient usage of spectrum is be-
coming necessary. However, recent measurement [2] observed
a severe underutilization of the licensed spectrum, implying the
nonoptimality of the current scheme of spectra management. As
aremedy, the Federal Communications Commission (FCC) has
recently recommended [2], [3] more flexibility in spectrum as-
signment so that new regulations would allow for devices that
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are able to sense and adapt to their spectral environment, such as
cognitive radios, to become secondary or cognitive users. Cog-
nitive users could opportunistically access the spectrum origi-
nally licensed to primary users in a manner in which their trans-
missions will not affect the performance of primary users. Pri-
mary users have a higher priority to the spectrum; they may be
legacy devices and may not cooperate with secondary users. The
overlapping primary network and secondary network together
form the cognitive network.

This paper focuses on the performance scaling analysis of
cognitive networks with an increasing number of n primary
users and m secondary users. The fundamental scaling laws in
ad hoc networks has attracted tremendous interest in the net-
working community for long. This track of research is initi-
ated by Gupta and Kumar, whose landmark work [4] showed
that generally the per-node throughput capacity of a wireless ad
hoc network with n users only scales as O(1/+/n).! Following
works have covered a wide variety of ad hoc networks with dif-
ferent features, such as mobile ad hoc networks (MANETS) [5],
hybrid networks [6], [7], multicast networks [8], [9], hierarchi-
cally cooperative networks [10], clustered networks [11], [12],
etc. Performance metrics other than capacity are also studied,
among which delay and its optimal tradeoff with throughput are
of critical importance [13], [14].

As with most related works, under the Gaussian channel
model, Jeon et al. [15] considered the capacity scaling of a
cognitive network where the number of secondary users, m, is
larger than n in order. Under a similar assumption, Yin ef al. [16]
developed the throughput—delay tradeoff of both primary and
secondary networks, and Wang et al. [17] studied the cases of
multicast traffic pattern. Interestingly, all these works showed
that both primary and secondary networks can achieve similar
or same performance bounds as they are standalone networks.

All previous works on cognitive networks [15]-[17] consid-
ered some particular scenarios. Typically, they first assumed
some particular primary networks with specific scheduling
and routing protocols, then proposed the communication
schemes for secondary users accordingly, and lastly showed
such schemes suffice to achieve the same performance bounds
as standalone networks. However, a key principle of cognitive
networks is that primary users are spectrum license holders and
may operate at their own will without considering secondary
nodes. Therefore, though assuming a specific primary network
can simplify the problem, the results will heavily depend on
the communication schemes of the primary network, which is
often unmanageable.

IRecall that: 1) f(n) = O(g(n)) means that there exists a constant ¢ and
integer IV such that f(n) < cg(n) forn > N;2) f(n) = o(g(n)) means that
lim, o f(n)/g(n) =0;3) f(n) = Q(g(n)) means that g(n) = O(f(n));
4) f(n) = w(g(n)) means that g(n) = o(f(n));5) f(n) = O(g(n)) means
that f(n = O(g(n))) and g(n) = O(f(n)).
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That motivates us to study a general cognitive network in
this paper. Our major contributions are threefold. First, we
characterize the regime that cognitive networks can achieve
the same order of throughput and delay scaling as standalone
networks. Second, we propose a simple decision model for
secondary users to identify transmission opportunities and,
based on it, establish a framework with which schemes of
standalone networks can be readily extended to secondary
networks. Third, we apply the framework to various specific
scenarios and show that secondary networks can obtain the
same order of throughput and delay as standalone networks
when primary networks are classic static networks, networks
with random walk mobility, hybrid networks, multicast net-
works, CSMA networks, networks with general mobility, or
clustered networks.

In particular, when all of the following three conditions hold,
it is sufficient for a general cognitive network to achieve the
same throughput and delay bounds as standalone networks.

Al) The cognitive network is subject to the physical in-

terference model. The primary network operates at
a signal-to-interference-plus-noise ratio (SINR) level
larger than the threshold for successful reception by
some small allowance.
The primary network is scheduled in a generalized
round-robin TDMA manner, or traffic flows of the pri-
mary network choose relays independently for routing.
Scheduling schemes of the secondary network follow
Tmax(m) = 0(Rmin(n)) and 7‘;41;% = O(inn/Ranax)
with high probability, where R(n) and r(m) are the
transmission ranges of primary and secondary networks,
and v is the path loss exponent.

Intuitively, condition Al ensures that primary transmission
links are neither too dense nor too vulnerable so that there exist
opportunities for secondary users. Such opportunities will fre-
quently appear, as a consequence of A2. The first equation of
A3 is the generalization of the condition m = w(n) in related
works, while the second equation is more technical. It char-
acterizes the case that the scheduling of primary networks is
somewhat “homogeneous” such that there exists a simple rule
for opportunity decision. Al is based on the physical interfer-
ence model, and similar results hold under the Gaussian channel
model.

We note this paper is not merely a generalization of results
from previous works. Our work shows the fact that cognitive
networks, and especially secondary networks, can achieve the
same throughput and delay scaling as standalone networks is
mainly determined by the underlying interference model, and it
only weakly relies on the specific settings such as scheduling
and routing protocols of primary networks. Such insight is fun-
damental and implies that for quite general cases, “cognitive”
will not be a handicap to performance scaling.

This paper is organized as follows. In Section II, we intro-
duce system models and formalize the operation rules of cog-
nitive networks, and Section III presents an overview of our
solution. We propose the hybrid protocol model and establish its
physical feasibility in Section IV. Section V identifies the con-
ditions under which the secondary network will have plenty of
transmission opportunities if scheduled according to the hybrid

A2)

A3)
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TABLE 1
IMPORTANT NOTATIONS

Notation Definition
X position of primary user 7
Y position of secondary user j
7 (a, B) feasible family of physical model
7 (o +€) feasible family of primary scheduler
2p(Ap), 2s(As) feasible family of protocol model

feasible family of hybrid protocol
model

s set of active primary links

s set of active secondary links

S Sy sis)

R; Tx range of active link (X, Xpx(4))
rj Tx range of active link (Y}, Yae(;))
P Tx power of primary network

P; Tx power of link (Y}, Yrx(5))

protocol model. We apply the general results to several specific
cognitive networks in Section VI, and Section VII concludes the

paper.
II. SYSTEM MODEL

Throughout this paper, we denote the probability of event £
as Pr(F) and say E happens with high probability (w.h.p.) if
lim,,_,, Pr(F) = 1. By convention, {c;} denotes positive con-
stants, and {C;(n) } parameters dependent on n. Other notations
are defined in Table I.

A. Network Topology

We define the network extension O to be a unit square. Two
kinds of nodes, i.e., the primary nodes and the secondary nodes,
overlap in O. They share the same time, space, and frequency
dimensions. Unless further specifications are made, by conven-
tion we assume n primary nodes are independently and identi-
cally distributed (i.i.d.) in O according to uniform distribution,
and so do the m secondary users. Notice that different from pre-
vious related works that require n = o(m), i.e., the primary
user density is asymptotically smaller than the secondary user
density, we allow the relation between m and n to be arbitrary.
Their positions are {X;}_; and {Yj}’]ﬂ=1 Vi, j, X;, Y; € O.
At times we may denote a node by its position, i.e., we refer
to primary node ¢ and secondary node j as X; and Y}, and let
|X; — Y| be the distance between them. Two types of nodes
form their respective networks, the primary network and the sec-
ondary network. In each network, nodes are randomly grouped
into source—destination (S—D) pairs, such that every node is both
source and destination, with traffic rate A. Equivalently, we can
describe the traffic pattern in matrix form AA, where A = [Ayq4]
is a random permutation matrix2 with A\sq € {0, 1}. Note that
we do not consider cross-network traffic. We use index p and s
to distinguish quantities between primary nodes and secondary
nodes when needed, for example, A, and ;.

B. Communication Model

We assume all nodes share a wireless channel with band-
width W b/s. Assume that path loss exponent is v > 2, then
the normalized channel gain between a transmitter at location
Zt and a receiver at Zg is G(|Zt — Zgr|) = |Z1 — Zw| 7.

2A = [A.4] is a permutation matrix if Vs, d, A.a € {0,1};Vd, Y Aa =
1;Vs, Y Aea = 1
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Moreover, wireless transmission may be subject to failures or
collisions caused by noise or interference. To judge whether a
direct wireless link is feasible, we have the following physical
model, whose well-known prototype is proposed in [4]

Physical Model: Let {X;;i € T®™} and {Y;;5 € T®)} be
the subsets of nodes simultaneously transmitting at some time
instant. Let P be the uniform power level of primary network,
and P; be the power chosen by secondary node Y}, for j € TG,
Then, for the primary network, the transmission from node X;
is successfully received by node X if

PG(Xi—X;|)
N+ reron i GUXe =X )+ 1er o PGV - X

)=
€))

where N is ambient noise and constant o characterizes the
minimum SINR necessary for successful receptions for pri-
mary nodes. For the secondary network, the transmission from
node Y; is successfully received by node Y; if

PG (|Y; - V)

P.G(Ye =Y+ > PG(Xi—-Yj])
€T

>

N+ >

keT O\ {i}

where constant /3 is the minimum required SINR for secondary
network. Note that we allow secondary users to have more flex-
ible power control ability. This is in accord with the design prin-
ciple of cognitive radios.

We call a couple of nodes a link if they form a transmitter—re-
ceiver pair, e.g., (X;, X j). Given an interference model, in gen-
eral there is a number of subsets of links that can be active si-
multaneously. We call such subsets of links feasible states, and
define the set of all feasible states as feasible family. We use

Z (a, 8) to denote the feasible family of the physical model.

C. Operation Rules

The essential differences between cognitive networks and
normal ad hoc networks are the operation rules. Though
primary and secondary users overlap and share the channel,
they are different essentially because of their behavior. In
principle, primary nodes are spectrum license holders and
have the priority to access the channel. It is followed by two
important implications. First, primary nodes may operate at
their own will without considering secondary nodes. They may
be legacy devices running on legacy protocols, which are fixed
and unmanageable. Therefore, the assumptions made about
primary networks should be as few and general as possible.
Moreover, the secondary network, which is opportunistic in
nature, should control its interference to the primary network
and prevent deteriorating the performance of primary users.
The challenge is that the primary scheduler may not alter its
protocol due to the existence of the secondary network, and its
decision model could be different from the physical model (1),
i.e., the interference term from the secondary network in the
denominator is not available. However, in order to leave some
margin for secondary nodes, it is necessary for the decision
model to operate at an SINR larger than « by an allowance e.

Operartion Rule 1: Decision model for the primary network:
The primary scheduler considers the transmission from X; to
X to be feasible if

PG (|X; — X;|) Sate
N+ erm PG (| Xk — Xj]) —
ki

The feasible family of the primary decision model is denoted as
D (a+ ¢).

Then, as the operation rule, secondary nodes should guar-
antee that the feasible state under the decision model & above
should be indeed feasible under the physical model.

Operation Rule 2: Decision model for the secondary net-
work: Let S(P) and S©) be the sets of active primary links and
active secondary links. If S®®) € Z (a + ¢), then S®) US®) €
Z (a, B), w.h.p.

Note that compared to most existing related literatures where
the concept of user priority is usually scheme- or network-spe-
cific, Operation Rules 1 and 2 formally define the principle of
cognitive behaviors in a general sense.

D. Capacity Definition

Definition 1: Feasible throughput: Per-node throughput g(n)
of the primary network is said to be feasible if there exists a
spatial and temporal scheme for scheduling transmissions, such
that by operating the primary network in a multihop fashion and
buffering at intermediate nodes when awaiting transmission op-
portunities, every primary source can send g(n) b/s to its desti-
nation on average.

Definition 2: Asymptotic per-node capacity Ap(n) of the pri-
mary network is said to be ©(g(n)) if there exist two positive
constants ¢ and ¢’ such that

{

Similarly, we can define the asymptotic per-node capacity
As(m) for the secondary network.

lim,, 00 Pr{A,(n)
lim,, 00 Pr {A,(n)

(n) is feasible} = 1

=c
= c'g(n) is feasible} < 1.

III. OVERVIEW OF IDEA AND SOLUTION

Our system model begins with a very classical setup, where
the network topology, node communication capabilities, and
performance metrics fall in the same framework that is most
commonly deployed in related works on asymptotic analysis of
wireless networks. An extensive body of literature [4]-[14] has
investigated various specific networks under this framework.
For that matter, the key issue that we aim to address in this paper
is how the cognitive principles, i.e., Operation Rules 1 and 2,
may impact network performance, especially with respect to the
abundant insights already gained in previous works on asymp-
totic network capacity and delay.

Clearly this is a nontrivial problem: Operation Rules 1 and 2
have introduced fundamental heterogeneities into the network
in the sense that nodes now have different levels of priority.
Such heterogeneities are exactly the most essential idea of how
cognitive networks operate.
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However, though the two operation rules are ideal definitions
for cognitive principles, they are not convenient from the per-
spective of analysis and practice because, despite their simple
forms, they actually involve numerous underlying details such
as the whole network topology, transmission power, and ag-
gregate interference in judging the eligibility of even a single
link. Therefore, we introduce the hybrid protocol model, which
loosely speaking is a subset of Operation Rules 1 and 2 in the
sense that it is a somewhat “stricter” criterion. The hybrid pro-
tocol model is significantly simpler to analyze because it only
relies on the geometry of node positions and conceals other
details. To establish the correspondence between the operation
rules and the hybrid protocol model is the main mission of
Section IV, where we design the protocol parameters and the
underlying power assignment schemes. Then, we may use the
hybrid protocol model instead of the operation rules in later
analysis of network performance, only at the cost of losing a
marginal portion of secondary transmission opportunities due
to the slight inequivalence between the two sets of criteria.

The throughput and delay in a network are dependent on the
specific scheduling and routing schemes. In Section V, we con-
sider whether there is a class of scheduling or routing schemes
to which the cognitive behaviors are benign. In other words, this
implies that under the hybrid protocol model, both the primary
and secondary networks can achieve the same order of perfor-
mance as if they are separate without mutual interference. This
is especially important for the secondary users because it indi-
cates that though they are inferior in priority, their performance
is still guaranteed.

In particular, we identify two classes of primary network
communication schemes, one on scheduling and the other on
routing, that satisfy this property. The first class of primary
networks is scheduled in a generalized cell-partitioned TDMA
manner. In this case, due to the geometric property of the hybrid
protocol model, every secondary user may associate itself with
a certain primary cell at an appropriate distance away, such
that whenever the cell is scheduled to be active, the secondary
user may transmit without causing (receiving resp.) destructive
interference to (from resp.) the primary network. In the second
class of networks, every primary traffic flow (i.e., a source
destination pair of the primary network) shall make the routing
decision independently of other flows. The main idea is that
every primary transmission will not only intuitively mute the
secondary users nearby, but will also create certain “gap” such
that the secondary users in these regions may be “riggered.”
Because the traffic is somewhat independently distributed
(relayed) in the primary network, if a secondary link is muted
for a long time w.h.p., indicating the primary traffic nearby is
intense, then this link will also be triggered for a considerable
time w.h.p..

Lastly, because these two classes of schemes include most
of those proposed or discussed in literature, numerous results
therein can be easily extended to the settings of cognitive
networks, where Operation Rules 1 and 2 apply. These specific
examples are discussed in Section VI.

IV. IDENTIFYING OPPORTUNITIES: THE HYBRID PROTOCOL
MODEL

In this section, we consider the problem of how to schedule
links in the cognitive network under interference constraint.

IEEE/ACM TRANSACTIONS ON NETWORKING

Recall from operation rules that primary nodes are unmanage-
able, so in fact the key issue is the schedule strategy for the
secondary network. Specifically, we will face two challenges:
first, how to ensure that secondary transmissions are harmless
to the primary network; second, how to establish a secondary
link given uncontrollable interference from the primary net-
work. Our goal is to design a practical decision criteria for the
secondary users to address these two seemingly contradictory
challenges at the same time. Intuitively, that is to say we should
find simpler rules for secondary nodes to hunt and exploit
opportunities in the network subject to the operation rules.

A. Hybrid Protocol Model

Since we assume the primary network to be a general network
that operates according to decision model & (« + €), it is our
starting point. & is of physical concern and cares about the ag-
gregate interference and SINR, but the following lemma relates
it to a simpler pairwise model. This alternative model is known
as the protocol model in literature and often plays the role as
interference model. However, here we use it as a tool to charac-
terize the relative position of active primary nodes.

Definition 3: Protocol Model for primary network: A trans-
mission from X; to X is feasible if

Xk — X;|>(1+A)Xi—X;| VekeT®

where A, defines the guard zone for the primary network. The
corresponding feasible family is noted as 2 ,(A,). Likewise,
we define protocol model 2 ;(Ay) for the secondary network.

First we need to consider the relation of inclusion between
different feasible families.

Lemma 1: £ S® € Z(a+¢)and A, < (a+e)/7 -1,
then S®) € 2 ,(A,).

Proof: Let S € &, V¥(X;,X;) € S® and Vk # i,k €

T®) holds

| Xi — X7 PIXi — X577
> >oa+te
| Xk — X177 T N+ P o [ Xy = X577
140

therefore | X}, — X;| > (a + )V 7| X; — X, set A, < (a +
e)Y/7 — 1, then S®) € 2 . [ ]

Since £, 2 Z, ie., any feasible output of the primary
scheduler is also feasible under 2, as long as A, < («a +
€)'/7 — 1, and considering the simplicity of the protocol model,
it motivates us to define a new hybrid protocol model 7€ based
on 2, and £, to be the decision model for the secondary
network.

Definition4: The Hybrid Protocol Model with feasible family
FO(Ap, Aps, Ap, Ay) 1 VS € 2, 1et S = {(X;, X;) € S}
and S® = {(V;,Y;) € S}, then S®) € 2 ,(A,), S® €
2 ((A,). Furthermore, ¥(X;, X;) € S

Vi — X;| > (1+AL)|Xi - X,|  VEeT® (2



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

HUANG AND WANG: CAPACITY SCALING OF GENERAL COGNITIVE NETWORKS

Fig. 1. Examples of the hybrid protocol model: Given an active primary link,
the left plot shows the guard zone regarding primary interferers, and the right
plot for secondary interferers.

Fig. 2. Disjoint regions of two active transmissions.

and Y(Y;,Y;) € S®

X =Y > (A +A)|Y:-Y;] VekeT® (3)
where Agp, Aps define internetwork guard zones (Fig. 1).

The hybrid protocol model only depends on pairwise distance
between transmitters and receivers. Such simplicity will facili-
tate our analysis in the next section. Moreover, it is compatible
with the classic protocol interference model. Thus, rich com-
munication schemes and results based on the protocol model
can be easily extended to cognitive networks, as will be shown
in Section V.

In the following, we should prove that if .7 is used as a deci-
sion model for secondary nodes, it will comply with Operation
Rule 2. This involves correctly tuning the parameters A, Ay,

Asp, AS, and {Pj}jeT(‘)'

B. Interference at Primary Nodes

We first address the challenge that primary transmissions
should not be interrupted by secondary nodes. The main task is
to bound the interference from the secondary network. We start
with a useful property of the hybrid protocol model.

Lemma 2: Given arbitrary Z;, Z;, Zy, Z, € O, if (Z;, Zj),
(Zk, 7Z;) are active links (primary or secondary), and |7 —
Zil 2 (1 + A Zi = Zj|. | Zi = 2] 2 (1 + A9)|Zk = 2],
then the A¢|Z, — Z;|/2 neighborhood of line segment Z;Z;
and the As|Zy, — Z)|/2 neighborhood of line segment Z; Zj, are
disjoint (See Fig. 2 for an example).

Proof: Let E/ and F' be two arbitrary points on line segment
Z;7; and Zy,Z;, by triangle inequality

|Z; — E|+|E—F|+|F—Z)|+|Z— F|+|F — E|+|E - Z}]
> |Zi = 2| + | %k — 74

Since Z;, E, Z; are collinear, substituting lemma condition

\Z; — Zj| + |21 — Zi| + 2|E — F| > |Z; — Z)| + | Zk — Z;]
> (14 Ao)|Z1 — Zi| + (1 + A% — 74

therefore |E - F| > (A1/2>|ZL - ZJ| + (A2/2)|Zk — Zl|
Now we prove the lemma by contradiction. Suppose the two
neighborhoods overlap, then there exist points PP on Z;Z; and
Q on ZyZ; and Z such that |Z — P| < (A1/2)|Z; — Z;| and
|Z — Q| < (A2/2)|Zx — Zi|. Then, |P — Q| <|Z — P| +
|Z — Q| < (A1/2)|Zl - Z]| + (A2/2)|Zk - Zl|, which is a
contradiction.

Corollary 1: Under the hybrid protocol model, we have the
following.

» If (X;,X;) and (X, X;) are active primary links, the
A, X; — X,|/2 neighborhood of line segment X; X; and
A, X — Xi]/2 neighborhood of X, X are disjoint.

o If (V5,Y;) and (Y%,Y;) are active secondary links, the
AlY; — Y;|/2 neighborhood of line segment Y;Y; and
A|Yr — Y1]/2 neighborhood of Y} Y; are disjoint.

» If (X;, X;) is an active primary link and (Y%,Y;) is an
active secondary link, the A, | X; — X|/2 neighborhood
of line segment X; X; and A4|Ys — Y3|/2 neighborhood
of Y}, Y] are disjoint.

For active link (X;, Xgx(iy) and (Y}, Yrx(;)), where function
Rx indicates the index of receiver, let R; = |X; — Xgy(;)| and
r; = |Yj — Yrx(j)|- Notice that R; in general is a function of n
and r; is a function of m. We say the secondary network adopts
power assignment scheme A(C) if fori € T®) | Py = Cr?P.
The quadratic power assignment facilitates our effort to upper-
bound aggregate interference by converting it to an integral over
the network area.

Theorem 1: Under power assignment A(Cy) and the hy-
brid protocol model, if Aps > Ag, then for any active primary
link (X7, Xgx(s)), the interference suffered by Xgy(;) from the
secondary network is upper-bounded by OQR?_’YP, for some
Cy = ©(Ch).

Proof: Let B(X,r) be the disk centered at X with radius
r. Then, all B(Y;, A.r;/2),j € T® should be mutually dis-
joint according to Corollary 1. As well, B(Y;, Apr;/2),j €
T are disjoint with B(Xrx(i), AspRi/2). Since Apg > A,
then all B(Y;,Ayr;/2),5 € T®, B(Xpxi) AspRi/2) are
pairwise disjoint. Denote D;; = B(Xgrx(i), [ Xrx@i) — Yj[) N
B(Y;, Agr;/2), it is clear that all D;; are disjoint (see Fig. 3).
Denote by F, F' the two points where B(Xgx(), | Xrx(i) —
Yj|) intersects B(Y;, Agr;/2). It is clear that ZFY; Xgy()
LEY; Xpx(iy > /3 because |Xry(iy — Y;| > Asr;j/2. Thus,
the area of D is at least one third® of B(Y;, Ayr;/2). Let Iy, (4)

3More precisely, D,; is the asymptotic lens generated by the
intersection of two disks. Let o |2XRx(iy — Yj|/Asr;, then
|Di;|/|1B(Y;, Asr; /2)] =(cos™}(1/20) + o2cos((20?

1)/20%)—=(1/2)\/(20 = 1)(20 + 1))/=.
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Fig. 3. Analyzing the interference. Left plot shows an example for D;;, and
right plot for B;;.

denote the interference at receiver X Rx(;) from the secondary
network, and d A be the area element

Z PJ . Cl’l“Jz-P
o Y; = Xgxi)|? i — Xrxi)|?
dA

_ Z 4Cy / da
GETE) mAZ B(Y;,A.r;/2) |YJ'_XRX(13)|V

(because / dA = WAET?/ZI)
B(Y;,A.7;/2)

Isp(i) =

jET (=)

> 12C’1P/ dA
o ™A by 1Y = Xreo I

< Z 1201P/ dA
et A2 Jp, X = Xrx@”

(where X is the position vector of d 4,
and| X — Xpy(i)] < |Yj — Xgx(o)| for X € Djj)

_12C,P / dA
Ujer) Dij

TAZ (X — Xrx(i)|"
Since (Ujcre Dij) N B(Xgx(i), AspRi/2) = 0, we have

12C, P dA
L) < — .
WA% |X - XRx(i)|’Y
|X XRo(s ZAspRi/Z
_120,P 2mrdr
- TA? . Y
ApRi/2
24C4 P

2 \77? >
= = C PR<_’Y.
Aﬂv—%<Aw&> 2

C. Interference at Secondary Nodes

Now we focus on the interference at secondary nodes. The
main challenge is to bound the uncontrollable interference from
the primary network. Let Ryax(n) = max R;(n), Ruyin(n) =
min R;(n), and rpax(m) = maxr;(m).

Theorem 2: Under power assignment .A(C1) and the hybrid
protocol model, for any active link (Y;, Yry()), the interfer-
ence at YRy(;) from the primary network is upper-bounded by
¢3PRpyin(n)~7, for some constant cs.

Proof: Denote by I,s(i) = EJGT o (P/1X5 = Yrx(y|)
the interference at YRy(;) from the primary network. Pick X !
as the interfering primary transmitter closest to YRrx(;). From
Corollary 1, the distance between any primary transmitter and
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YRax(i) should be larger than Ay, Riin /2+Ape7: /2; the distance
between any two primary transmitters is larger than A, R ;.
Now consider the case that Ay, < Ap. (Note that if Ag, >
Ap, Ips() will be smaller, and the upper bound still holds.)
Then, all X;,j € 7 (®) s at least ApRpin/2 away from Yrx(i)
except X'. First, consider the interference contributed by X’

P Ag -
v/ v |~ S P <—pRmin) .
|X - YRx(i) |'Y 2

Next, consider the interference from some other primary trans-
mitter Xj. Let qu = B()(j7 ApRmin/Q) n B(YRX(Z) |XJ —
YRX(,L-)DC, as shown in Fig. 3, then

P / P dA
<
| X = Yexe|” _B-- 1Bijl | X; = Yex)|”

(where | B;;| is the area of disk B;;)
dA
, gl
B |Bmm| |Xj - YRx(i)l

<where | Bin| = min |Bij|>
J
dA
< 1 v
g |Bumin| (3 |X — Yrx(s))

(because min/2 |)
2P dA
|Bmin|B . |X — YRX(,) v

27 +3p
<
TAZRZ .

P~ "min

/ dA|X = Yax| -

ij

To sum up, let I{)S(i) = ZjeT(P)\{X’ (P/|Xj - YRx(v‘,)|’Y)

20+3p
I < TRz / X v,
P~ 'min jeT( P)\{X’ | Rx(1) |
27+3p
TA2R2 / |X — Yax(y|”
p~ 'min Rx(2)
Ujere)ypxry Bis
(since {B;;} are disjoint)
P 273 p / dA
,/TAZRﬁun |X - YRx(i) 7
| X —Yixs)
V3 p 2rrdr
ﬂAngmn rv

ApBRmin
P

Combining the contribution from X'

27 227+2
I,s(i) < <—A +
p ﬁs/p

o) P)

|

We should also take into account the interference between
secondary links. Power assignment scheme A is well designed
so that it not only restricts the interference from the secondary
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network to the primary network, but also that between sec-
ondary links, as shown by the next theorem. Its proof is similar
to Theorem 1 and is omitted for space concern.

Theorem 3: Under power assignment scheme .A(Ch)
and the hybrid protocol model, for any active secondary
link (Y;, Yrx(;)), the interference at Ygy(;) from all other
simultaneously active secondary links is upper-bounded by
I.(i) < C4Pr2™7(m), where Cy = (24-2772/(y—2)A2)C).

D. Physical Feasibility of the Hybrid Protocol Model

Lastly, we show under appropriate conditions that the hybrid
protocol model is indeed physically feasible. We begin with a
lemma.

Lemma 3: Given A, B,C,a,b > 0,if (C/A) < (b/a(a+b))
and (A/B) > a+ b, then (A/B + C) > a.

Then, first consider the primary network.

Lemma 4: 1f S®) € Z(a +¢€), (Xi, Xpx(i)) € S®), and
I (i) < PR; 7 (n)(e/aa + €)), then (X;, Xgy(i)) is feasible
under physical model & («, (3). That is to say, (PR} " (n)/N +
I (i) + Ipp(i)) > a, where Ipp(7) is interference at Xgy(i)
from other simultaneously active primary links.

Proof: Let A= PR, ", B = N +1,,(1),C = I;p(i),a =
a,b = e. Note that S®) € Z(a + ¢) implies A/B > a + b,
then the result holds from Lemma 3. [ |

Lemma 5: Tf A > A, S € # and S®) € Z(a + ¢),
then under power assignment .A(C ) such that Cs < (e/a(a +
€)R% _ (n)), all primary links are feasible under physical model
P (a, ).

Proof: For any (X;, Xrx(i)) € S®), from Theorem 1,
I, (i) < CQR?_’YP, thus the signal-to-inteference ratio (SIR)
at Xgy(;) satisfies

PR PR 1 ala+¢€)
_ > > >
Ip(i) = CoPRI™Y — CoRE ™ e

Then, from Lemma 4, we have the assertion. [ |

Now turn to the secondary network. Similarly, it can be shown
that Lemma 6 follows from Theorem 2, and Lemma 7 from
Theorem 3,

Lemma 6: Under power assignment A(Cy) with Cy >

(escsRp,(n)/ri " (m)), it S® € J#, then for any
(Y3, YRe(i)) 0 € T, it follows that
Pr;77
GuPr Y(m) @

Ips(L)

Lemma 7: Under the condition of Lemma 6, if A; >
(48(27=2 /1~ = 2)c6)"7, for any (Vi,Yixi),i € T©), it
follows that

C’ll’r?_”’(m)

> .
N+I.() =

Then, we are ready to prove the final result.

Theorem 4: 1f 130,2(m) = o(R5, (1)) Roymy(n), Ap <
(a4 Y7 —1,and Ay, > A, > (24(27/y —2)3)"/7, then
there exists power assignment A(C ), such that for any S®) €
D (o + ¢), it follows that S®) € J(A,, Ape, Agp, A,). If we

schedule secondary network transmissions in the way such that
SP)USE) € S, then S®) USE) € P (a, ) holds.

Proof: The first claim follows from Lemma 1. To prove the
second claim, first notice every active primary link is physically
feasible if the condition of Lemma 5 is verified, i.e.,

Cy=0(Cy)=o0 (1/R12mx(”)) . (®))
On the other hand, consider the secondary network, if
Cr = w (Rl (m)/r? " (m) ©)

then according to Lemma 6, (4) holds for any positive con-
stant c¢5. In combination with Lemma 7, it is clear that SINR at
any secondary receiver is greater than (1/2)(min{cs, cs}) = 3.
Since r772(m) = o((R];,(n)/RZ,.(n))), we can indeed find
C1 and Cs, such that (5) and (6) hold, proving the theorem. M

The condition r)-2(m) = o(R];, (n)/R2..(n)) character-
izes the regime that primary links are homogeneous in range.
In other words, if this condition fails, it implies that the sched-
uling of the primary network is excessively heterogeneous in
transmission ranges and a simple decision model like 5% does
not suffice to identify transmission opportunities. Fortunately,
this condition usually holds because Ruax(7) and Ruyin(n) typ-
ically do not differ much in order and we usually tend to employ

a small 7(m).

V. AVAILABILITY OF TRANSMISSION OPPORTUNITIES

Section IV addresses the problem of how to identify trans-
mission chances for secondary networks: Given a set S(P)
of simultaneously active primary links, we allow a set S
of simultaneously active secondary links according to hybrid

protocol model 7. This section, on the other hand, con-
siders the problem that for those secondary links that desire
to transmit, how frequently do these opportunities occur. Of
particular interest is to compare this result to an identical
standalone network. Standalone networks provide trivial per-
formance upper bounds since cognitive secondary networks
will suffer from additional transmission constraints imposed
by primary networks. To alleviate the performance loss due
to such constraints, it is intuitive that one should reduce the
range of secondary links, and this fact is indeed verified by
the hybrid protocol model and Theorem 4. This section will
further show that if rmax(m) = o(Rmin(n)), then for quite
general cases, such performance loss is insignificant and has no
impact in order sense. In other words, all secondary links have
a constant ratio of time to be unconstrained as if they were in
a standalone network, as long as they employ a transmission
range that is small enough. Moreover, note it is well known that
to achieve better scalability, a smaller range is also favorable.
This coincidence implies that secondary networks can achieve
the optimal scaling performance of a standalone network. Also
notice that by stating the secondary users as unconstrained, we
mean that the secondary links activated by the scheduler can
transmit without constraint subject to the dynamics of primary
network activities. However, the secondary scheduler itself
should comply with the constraint of 7yax(m) = 0( Rmin(n)).
We remark that the other regime of 7pax(m) = wW(Rmin(n)),
which is not covered in this paper, is also a very interesting and
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important scenario to study and still needs further explorations
in future works.

Now, we formally introduce the concept of unconstraint and
analyze the unconstrained time period in the following. Let s.a.
be the abbreviation of standalone:

Definition 5: Given arbitrary S5 € 2 «(As) and arbitrary
SP) € 2 (A,), there exists a unique maximal S® C s
such that S U S®) € J(A,, Aps, Agp, Ap). We say a link
(Yi, Yrx(s)) € S) is unconstrained if (Yi, Yrx(i)) € SG),

Note the fraction of time that the link is constrained charac-
terizes the performance loss relative to the corresponding stand-
alone network.

A. Cell-Partitioning Round-Robin Mode

We first consider the case that primary networks operate ac-
cording to a common scheduling paradigm: the cell-partitioning
round-robin active scheme. It first spatially tessellates the net-
work into cells, then assigns color to each cell such that cells
with the same color, if limiting their transmissions to neigh-
bors, will not interfere with each other. Then, we allow cells
with the same color to transmit simultaneously, and let different
colors take turns to be active. A simple TDMA scheme will suf-
fice. This very widely employed scheme [4], [7], [13], [14] fea-
tures a high degree of spatial concurrency and thus frequency
reuse. It is deterministic and therefore simple. To the best of our
knowledge, all previous works on asymptotic analysis of cog-
nitive networks focused on some particular variants of such a
TDMA scheme.

Definition 6: A network tessellation is a set of disjoint cells
{Vi C O}. A round-robin TDMA scheme is a scheduling
scheme that: 1) tessellates the network into cells such that
every cell is contained in a disk of radius p(n); 2) allows
noninterfering cells to be simultaneously active and transmit
to neighbor cells, where two cells V;, V; are noninterfering if
sup{|E — F| : E € V;,F € V;} > (2+ Ap)4p(n); and
3) activates different groups of cells in a round-robin TDMA
fashion, and guarantees every cell can be active for at least c;
fraction of time in one round, for some constant ¢; > 0.

The existence of round-robin TDMA schemes is a conse-
quence of the well-known theorem about vertex coloring of
graphs. Such a scheme is favorable to secondary networks be-
cause it deterministically ensures transmission opportunities not
only for every primary cell, but also for every secondary link.
We now show for a generic primary scheduling policy that oper-
ates in the round-robin fashion that the unconstrained time frac-
tion for any short range secondary link is constant, as a simple
consequence of the hybrid protocol model.

Theorem 5: If the primary network operates according to a
round-robin TDMA scheme and A, > 2, Ay, < (A, —2/2),
then every secondary link with range 7(m) = o(Rin(n)) has
at least c¢7 fraction of time to be unconstrained in one round.

Proof: Consider a generic link (Y;, Yrx(s)), pick a point X
such that | X — Y;| = (4 + 2A,)p(n), and denote by V the
cell X belongs to. We claim whenever V' is scheduled to be
active, (Yi, Yrx(i)) is unconstrained. To that end, we first verify
transmitter Y; will not upset transmissions in V. Indeed, any
point E that belongs to V' should lie within distance 2p(n) from
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X, thus any point F' that belongs to a neighbor cell of V' should
lie within distance 4p(n) from X, then

[¥: = F| > (4+ 28,)p(n) — 4p(n)
= 20,p(n) > (1+ A,,)4p(n)
Z(1+Asp)|E—F|. 7

Now consider another simultaneous active cell V. It is clear
that any point X’ € V' is at least (2 + Ap)4p(n) away from
X, then | X' —Y;| > (44 2A,)p(n) = |X — Y;|. Together
with (7), condition 2 is verified. Moreover, since 7 = 0( Rmin ),
condition 3 is obvious. This completes the proof. ]

We observe that under hybrid protocol model J¢, A, > 2
is critical to guarantee transmission opportunities for secondary
nodes, as shown in Theorem 5. Equivalently, it implies o + € >
27. This is an assumption about primary networks, and we as-
sume it always holds from now on. However, we conjecture
this assumption is not fundamental and can be relaxed by in-
troducing a criterion with more flexible form, i.e., allowing A,
and A to be dependent on n. Such decision models may have
a better capability of digging into the potential of available gaps,
at the cost of complexity. We leave for future work a more
in-depth analysis of such cases.

B. Independent Relay Mode

Theorem 5 suffices to provide rich performance scaling re-
sults on cognitive networks, for the scenario it considers, i.e.,
the round-robin TDMA scheme, covers most centralized control
networks. However, some other cases are also of interest such
as networks which employ distributed CSMA protocol [18]. Ex-
ceptions also exist in centralized control networks, such as the
protocol proposed in [19], which schedules the network in a
more generic and ideal manner without relying on the concept
of cells. For that matter, Theorem 5 relies on the scheduling
of primary networks, but sometimes it is desired to relax this
requirement. In the following, we show that some general as-
sumptions on the routing protocol of primary networks will suf-
ficiently lead to similar conclusions.

Intuitively, according to the hybrid protocol model, on one
hand primary transmissions will not be too dense spatially, thus
leaving gaps for the secondary network. On the other hand, they
also mute nearby secondary links. We shall show every primary
link can create some gap and mute some area. More formally,
given link (X;, Xgrx(;)) and (Y}, Yry(;)), We say the former
triggers the latter if (Y}, Yrx(;)) is unconstrained as long as
(Xi, Xrx(iy) is active and shades the latter conversely. Because
nodes are i.i.d., whether a primary link will trigger or shade
a secondary link is a random event. Then, if traffic is some-
what “independently” distributed (relayed) to primary links, ac-
cording to the law of large numbers, if a secondary link is shaded
for a long time w.h.p., i.e., the primary traffic nearby is intense,
it will also be triggered for considerable time.

Lemma 8: Consider link (X;, Xgyx(;y) and (Y}, Yry(j))- If
Ay, > 2, Ay, < (Ap —2/2) and 7;(m) = o(R;(n)), then
a sufficient condition that (X;, Xry(;)) triggers (Y, Yrx(;))
is that Y; lies in the ring of points with distance to line seg-
ment X; Xgry(;) larger than (1 + Ag,)R;(n) and less than
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Fig.4. Active primary link (X i+ X rx(i)) can shade some area (the dark region)
and trigger some area (the outside ring). Note the shading and triggering region
of two links are disjoint according to Corollary 1.

ApR;i(n)/2. A necessary condition that (X;, Xpy(;)) shades
(Y}, Yrx(j)) is that Y; lies within the (1 + Ap)R;(n) neigh-
borhood of line segment X; Xry(;), as shown in Fig. 4.

Proof: The necessary condition is obvious. As to the suf-
ficient condition, (3) holds for 7; = o(R;). It is also clear that
|Y; — Xrx(i)| = (1 + Agp)R;. For any other active primary
link (X%, Xrx(k)), k # 1, its receiver is at least A, Ry /2 away
from Y} due to Corollary 1. Therefore, (2) also holds, proving
the lemma. [ |

As a consequence, we can term (X;, Xgpy(;)) triggers
(Y}, Yrx(j)) and (X, Xrx(iy) triggers Y interchangeably.

Definition 7: Consider a regular network tessellation of
square cells. We assume every source route traffic to its des-
tination along these cells in multihop fashion, such that at
every hop, a packet is transmitted to a relay node in a neighbor
cell. We say the network routing operates in the independent
relay mode if, at each hop, flows choose relays randomly and
independently among all nodes in the receiving cells.

The regular tessellation of square cells is only a technical
assumption for the ease of presentation. A similar result also
holds for other topologies. By saying “independent,” we do
not mean the routes of two flows are independent. In fact, they
could be highly related, such as choosing a same sequence
of cells to forward. Instead, we only require that two flows
independently choose relays for a certain cell. Intuitively,
independently relaying implies there are no special designated
nodes in the network, and is in accord with the design principles
of distributed systems such as ad hoc networks. It is notable
that the class of independent relay protocol is quite general and
common [18], [19].

The next lemma follows from the well-known connectivity
criterion [20], and Lemma 10 is a standard application of the
Chernoff bound.

Lemma 9: For an independent relay protocol, to ensure
asymptotic connectivity of the overall network, the side
length L of square cells is at least ©(y/logn/n).

Lemma 10: For an independent relay protocol, there exist
positive constants cg and ¢y, such that w.h.p. every cell contains
more than cgn L2 and less than cgn .2 primary nodes.

Now we characterize the shading/triggering events with a
Bernoulli-like probability model:

Lemma 11: Consider arbitrary neighboring cells V7, V5 and
link (Y}, YRx(j)), and let X; and Xgy(;) be independently and

uniformly distributed in V; and Vs, respectively. Denote by p
the probability that (X;, X)) triggers (Y, Yrx(;)), and g the
probability of shading. Then, V constant 61, 62 > 0, among all
primary links from V; to Va, w.h.p., there are at least p(1 —
61)(c8nL2)2 links that trigger (Y}, Yrx(j)), and at most g(1 +
83)(conL?)? links that shade it.

Proof: We only prove the first part of the lemma. From
Lemma 10, there are at least CgTLL2 nodes in each cell, denoted
by X, and X,,,k,l = 1,...,cgnL? Thus, we have at least
(08nL2)2 candidate links from V7 to V5. Consider this subset of
links, define I}, ; as

1,
Liy=1
k,l {07

Because nodes are i.i.d., {I;;} are identically distributed and
with probability p equal to 1. Moreover, I, and I, ; are inde-
pendent if a # k and b # . Construct [}, as

if (Xuk ’ sz) triggers (Y]7 YR)\(J))
otherwise.

k—1

csanfT
Zi:l I,‘,.;__"';l,iv

- 2_k

k odd
I,

k even.

Then, Ij is the sum of i.i.d. random variables. Applying the
law of large numbers, one can easily show that Vé3 < 2, k <
83csnL?, V61 > 0, the following holds w.h.p.:

Ik>{

Lastly, note the relationship of summing {1 ;} and {I;}

p(1—61) (csnL? — 551) . kodd

p(1— &) (csnL? — &), k even.

2cgnL?—1 S3cgnL?

Z Iy > Z Iy,
k=1 k=1

(p(1 = 81) — (2 = 83)) (csnL?)’  (wh.p.).

PRI
ko1
>

Making 63 arbitrarily close to 2, we have the claim. [ |
In the next step, we characterize the relation between p and
q. The main idea is to couple the triggering and shading events
through a continuous transformation in IR*. We first cite a prop-
erty of Lebesgue measure [21].
Lemma 12: (Integration by change of variable) Let S C IR"
be an open set, and let £ be a Lebesgue measure on S. Let

homeomorphism 7" : S — IR™ with the continuous derivatives
(0yi/0zj),4,7 = 1,...,non S, and we note with 7(T,z) =
((0y;/0x;)) the nondegenerate Jacobian matrix for all z € S.
Then, for any nonnegative Borel function f defined on the open
set T(S), we have

/ f(y)dy =

[ ) o)l as
T(S) S
where dz, dy denote the integration with respect to L.
Theorem 6: Define p, q as in Lemma 11, and under the con-
dition of Lemma 8, there exists constant c;g > 0, such that

P > c1o04.
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Fig. 5. Transformation Ty shrinks EF to E'F’ such that |[E'F'| = |EF)|
(@ = 1/2 in this figure) and ensures that w’ € Q.

Proof: Without loss of generality, let V7 = [—1,0] X
[0,1], Vo = [0,1] x [0,1], and (£2,.# , L) be the probability
space* of interest, where 2 = V3 x V5 and L is the Lebesgue
measure restricted on 2. Given w = (z1,y1,%2,¥2) € €,
define Ty : @ — Qas Ty(w) = ' = (2], y1, 25, y5)

ry = —fy

yh =y + (1 - 0)lemu)

xh = Ozo

Yo =0y +(1-90) (y1 + 7“753’1;21)) :

Intuitively, let £ = (z1,y1) and F' = (22, y2), then T} linearly
shrinks line segment FF to E'F’ with § < 1, preserving its
geometric topology. See Fig. 5 for an example.

Let d(w) be the distance from Y; to line segment EF
and Sgha = {w € Q : Yj isshaded}, Syy = {w € Q
Y; is triggered}. Assume Ssha is not empty and consider any
wo € Ssna and the set H(wy) = {w’ € Q : v = Tp(wp),0 >
0}. Define ., and 6,,;, such that

d(To () _ o 1EF| = |EF|
L+ A
24 (Tonn @0) _ g B F| = |EF|
Ap min min-

According to Lemma 8, it is clear that ., and 6,,;; uniquely
exist and 0., > Oin. Moreover, Vo' € H(wp), w' € Ssha =
|[E'F'| > |EF|e; |EF|min < |[E'F'| < |EF|e = o' €
Strg. Therefore, we can introduce a mapping from the set of
line segments with length (|EF |, /5) to those with length
(| EF|min, | EF|er), where /5 is an upper bound of |E'F'|, i.e.,

|EF|min + % (|EF|cr - |EF|min)

|EF|

9((4)0) =

Then, Vw € Schds Ty(w)(w) € Sirg,i.e., we construct a mapping
between Sgnq and Sy,g, and by invoking Lemma 12, the relation
between p and q can be established. To that end, we first simply
f(w). It is obvious on a little thought that V.S C Sgpg, if 6 <

4With abuse of notation, we use €2 to denote a set and w an element instead
of order when no confusion is caused.
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minges(|EF [ci—|EF |min/V5—|EF ), then £(Ty(.,)(S)) >
L(T3(S)). Additionally

d(T w 2d(To, ;. (wo)
|EF o= |EF|uin (Tosfoo) 2T ()
\/5_|EF|cr - \/5
> dr,r _chr(|EF|cr_|EFmin|)
T VE(1+A) V5A,
Ap+Ay,—2
T2VBAL(14+Ay)

Lastly, observe in the worst case that Y; lies in V7 or V5, and
there are some S, | C Scha, £(S%,4) > 1/8L(Ssna), such that
Sha D Uwess’hdH(f”) and Yw € S., ;,d(w) > 1/4. Therefore,
der > 1/4. Define § 2 (A, + Ay, —2/8V5A,(14 Ayp)), and
it follows that
q = Pr{Y; is shaded} = L(Sspa) < 8L (Slha)
< 8L (T; (Sha)) /6
(let S = Sl 4 and f =1 in Lemma 12

and because |7(Ty, )| = 6°)

< 8L (T (Sina)) /6°
8 8 o 8
< 9~—3£(5ug) =% Pr{Yj is triggered} = §—3p.
Let ¢19 = 63 /8, and we complete the proof. ]

Theorem 7: If the primary network employs an independent
relay protocol and A, > 2, Ay, < (A, — 2/2), then every
secondary link with range 7(m) = o(Rmin(n)) has at least on
average c11 fraction of time to be unconstrained, where constant
c11 > 0.

Proof: Intuitively, due to the fact that the triggering (suc-
cess) probability p is at least of the same order as the shading
(failure) probability ¢, as shown in Theorem 6, then if a sec-
ondary link is shaded for a significant fraction of time, this in-
dicates that primary transmissions nearby (Bernoulli trials) are
intense and the link will also be triggered for a substantial frac-
tion of time with high probability. The formal proof is presented
below.

Without loss of generality, consider a time interval of unit
length and a particular secondary link (Y}, Yrx(;)). We only dis-
cuss the case that Y; is shaded by transmissions from some cell
Vi to V5 for a least some constant fraction of time, otherwise
the proof is trivial. This implies that the shading probability ¢ is
lower-bounded by ¢; = ©(1), and C, A, = O(1), where C, is
the number of flows that choose this route, and A, = O(1//n)
is the per-node throughput of primary network. Then, from The-
orem 6 we have the triggering probability p > ¢19q1 = O(1).

According to Lemmas 10 and 11, the fraction of candidate
links that trigger Y is at least p1 = pcg/2cy.

Let I be the logical indicator function, and define
J = Z?:“l I{flow i chooses a link that triggers Y}, then
J is sum of i.i.d. Bernoullian random variables with mean
p2 > p1. Denote IE as expectation, and by applying Chernoff
bounds, we get

1 1
Pr{J < SEl] = 5Capz} < ¢ Car2/8, 8)
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Equation (8) indicates Y; will be triggered for a constant
fraction of time. We need to show this fact holds uniformly
for all secondary links. To that end, we tessellate the net-
work into Cyn subsquares for some C, = w(1l), then it is
clear that all secondary transmitters within a same subsquare
share the same status of being unconstrained or not. Denote

C, .
Jr = Zq',:l ][{ﬂow i triggers subsquare k}» then by the subaddi-
tivity of probability measure

1 1
Pr{ﬂka > §]E[Jk]} >1-— Xk:Pr{Jk < EIE[Jk]}
>1— CyneCp2/8 1

where the last limit holds for any C;, = n*,u € R due to
Capr = Q(1/A,) = Q(y/n). Then w.h.p., every secondary link
is triggered for at least (1/2)Cyp2Ap = ©(1) seconds, proving
the theorem. [ |

VI. OPTIMAL PERFORMANCE SCALING

In this section, we present results on throughput and delay
scaling of general cognitive networks, as well as a number of
corollaries under various specific settings.

Theorem &8: 1If the primary network operates in the
round-robin TDMA or the independent relay fashion,
for any protocol interference model based scheme that
schedules and routes the secondary network such that
Pa() = 0(Runin(n)). 1352(m) = 0(R 5, (m)/ B2 (m))
w.h.p., and achieves per-node throughput A, and delay Dy in the
case that secondary network is standalone, there exists a corre-
sponding scheme that can achieve per-node throughput ©(\;)
and delay ©(Ds) when the primary network is present and
Operation Rules 1 and 2 apply.

Proof: First, we hypothesize the secondary network
is standalone, and denote by ¢/, the throughput rate of
link (Y;,Y;), then {c% } is determined by the scheduling
scheme. For example, if we assume slotted time, then a de-
terministic scheduling scheme is characterized by a sequence
(St )f S, € 2, and

T
oW
s.a. ? § : (Yi,Y;)est, -

The network can be mapped to a graph G, where m vertices
stand for secondary nodes, and {c/, } compose edges. The net-
work traffic is represented as a multicommodity flow instance
on G [22], and the routing scheme is defined by {f;;'}, the av-
erage fraction of traffic from Y; to Yy that is routed through
link (Y;,Y;). Because the overall scheme achieves per-node
throughput A, it holds that

sd ij
/\S § E /\Sd 7 S cs?a.
s d

Now, let the primary network joins, and we stick the secondary
network to the prior scheme except for only allowing the
unconstrained links to be active. According to Theorem 4, such
scheduling is physically feasible. Denote the corresponding

1<i,j<m.

11

throughput rate of link (Y, Y;) as ¢/, , and from Theorems 5
and 7, ¢/ > cyoc¥ , where constant c;» min{er, ¢11}.

Letting A\, = c19As = O()\,), it follows that

1<i,j<m.

1 2 : 2 sd ij
/\s /\Sd. ij S Cer.
s d

Therefore, no edge is overloaded, and throughput )\’ is feasible.

As to delay, the definition and calculation of it depend on
specific network settings, such as packet size or mobility pat-
terns [13], [14]. However, we note that a general baseline in
prior works is that per-hop delay for a packet is at least (1)
(this may include transmission delay, queueing delay and delay
incurred by mobility, etc.). In secondary networks, packets will
suffer from extra delay because at each hop, or at each time they
are transmitted by a link, they must wait until the link is uncon-
strained. According to Theorems 5 and 7, such delay penalty is
upper-bounded by the duration of one round or unit time, which
is ©(1). Therefore, the order of overall delay is preserved. =

With Theorem 8, we can conveniently extend optimal
schemes and results of standalone networks to cognitive net-
works. The optimality is preserved in cognitive networks unless
we allow cooperation between primary and secondary nodes,
which is beyond the scope of this paper. The following two
corollaries are straightforward from [13] and [14]. For clarity,
we assume by convention that both networks are static and
operate at the same timescale unless further specifications are
made.

Corollary 2: The optimal throughput—delay tradeoffis D, =
O(nAp), Ap < O(1/4/n) for the primary network and Dy =
O(mAs), O(nA,/m) < Ay < ©(1/y/m) for the secondary
network, if ©(1/\/m) > O(n\,/m).

Remark 1: In the primary networks (classic static wireless
ad hoc networks), optimal throughput—delay tradeoff can
be achieved by [13, Scheme 1], which is a cell-partitioned
TDMA scheme with a squarelet of side length [,(n). Then,
D,(n) = ©(1/l,(n)) and Ap(n) = ©(1/nly(n)). Notice that
primary transmission range w.h.p. is [,(n). Let the secondary
networks also follow [13, Scheme 1], with l;(n) = o(l,(n)),
and therefore A\(n) = ©(1/mls(n)) = Q(nAy(n)/m). On the
other hand, ©(1/+/n) and ©(1/,/m) is the maximal achievable
throughput in primary and secondary networks, respectively.

Corollary 3: If primary nodes move according to the random
walk model, then the optimal throughput—delay tradeoff for
the primary network is D, = ©(n},) if A, < ©(1/y/n),
and D, = O(nlogn) if ©(1/\/n) < A, < ©(1). The op-
timal throughput—delay tradeoff for the secondary network is
D, = ©(m),), O(nmin(1//, \,)/m) < A, < O(1/ym).
if ©(1/y/m) > ©(nmin(1/\/n, \,)/m).

Remark 2: Our framework could well accommodate node
mobility. Notice that neither the hybrid protocol model nor the
unconstraint time analysis rely on mobility pattern. Specifically,
if primary users move according to the random walk model, op-
timal throughput—delay tradeoff in the primary network can be
achieved by the cell-partitioned TDMA scheme [13, Scheme 3].
Therefore, the results in Corollary 3 can be obtained following
a similar argument as in Remark 1.
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We can extend the theorem to other variations of ad hoc net-
works, such as hybrid networks [7].

Corollary 4: If the primary network is equipped with k =
Q(y/n) base stations, the capacity of it is A, = ©(k/n), and
the optimal throughput—delay tradeoff for the secondary net-
work is Dy = O(mAs), O(\/Apn/m) < Ay < O(1/\/m),
if ©(1/y/m) > O(y/Apn/m).

Remark 3: Though base stations are wired together, they still
need to access the wireless channel to communicate with pri-
mary users. In these kinds of hybrid networks, [7] shows that the
throughput capacity can be achieved by tessellating the network
into hexagons and assigning one base station for each hexagon.
The diameter of the hexagon, ©(4/1/k), is the average primary
transmission range. Different groups of hexagons are scheduled
in a cell-partitioned TDMA fashion.

Now we try to apply the results to networks with multicast
traffic pattern.

Corollary 5: If each primary user wishes to send information
to k independently chosen destinations, with k& = o(n/logn),
then the per-node multicast capacity of the primary network
is A\, = ©O(1/\knlogn)). The optimal throughput—delay
tradeoff for the secondary network is Dy = O(ml,),
O(ya/mylogn) < A < O(1/y/m), if m = Q(n)
for some constant M > 1.

Remark 4: Capacity of the primary network can be achieved
by a cell-partitioned TDMA scheme [8, Section V]. The primary
transmission range w.h.p. is ©(y/log n/n). Notice that our anal-
ysis can be directly extended to a multicast traffic pattern since
the capacity achieving scheme does not require multireception
or broadcasting.

The above corollaries are consequences of centralized TDMA
scheduling of primary networks. In the following, we consider
two examples of independently relaying. An interesting case is
that primary networks make use of distributed random access
protocols such as carrier-sensing multiple access (CSMA) [18].

Corollary 6: If the primary network employs independent
relay protocol and CSMA protocol, the capacity of primary
network is ©(1/y/nlogn). The optimal throughput—delay
tradeoff for the secondary network is Dy = O(m)),
O(y/n/my/logn) < A, < O(1/y/m), if m = Q(nM)
for some constant M > 1.

Remark 5: Note that the CSMA protocol is one of the most
prominent exceptions of the cell-partitioning round-robin par-
adigm discussed in Section V-A. In such cases, the indepen-
dent relaying assumption (Section V-B) would lead to similar
results. Indeed, by employing the sensing techniques proposed
in [18], one can achieve A\, = ©O(1/y/nlogn) with simple
manhattan routing over a network tessellation with unit area
log n/n, which follows the independent routing assumption.
Hence, the above corollary follows according to Theorem 8.

Now we consider a primary network with general mo-
bility [19]. The next result follows from the mobile version of
Theorem 7, which is analogous to the static one.

Corollary 7: If the mobility of primary nodes can be
characterized by a stationary spatial distribution functiond
with support of diameter 1/f(n) = w(1/y/n), then the

SRefer to [19] for a rigorous definition.
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capacity of primary network is A, = ©(1/f(n)). The op-
timal throughput—delay tradeoff for the secondary network is
Ds = O(mA), O(y/n/m) < As < O(1//m), if m = w(n).
Remark 6: According to [19], the capacity of the primary
network is achieved by employing a generic scheduling scheme
that always enables transmissions when the receiver is within
the transmission range c13/+/n of the transmitter, and all other
nodes are outside an interference range that is proportional to
the transmission range. Such ideal scheduling cannot be char-
acterized by a generalized TDMA scheme. However, the above
results can be obtained by observing that the capacity-achieving
routing protocol again follows the independent relaying mode,
i.e., manhattan routing over a network tessellation with unit area

1/f2(n).
A. Gaussian Channel Model

The physical interference model is a fixed rate on—off channel
model. An alternative, i.e., the Gaussian channel model, gener-
alizes data rate to be continuous in SINR, based on Shannon’s
capacity formula for the additive Gaussian noise channel.

We now briefly extend our results to this model. Specifically,
the communication rate of a primary link (X, X;) is given by

P|Xi—Xj|v>

W=log|1l+
g( N+Ipp+ISp

where I,;, and I, are interference from primary network and
secondary network, respectively (cf. Section III). Similarly,
we define the channel model for secondary links. We limit our
interest to the case that W is bounded between two positive
constants, i.e., W7 < W < Wsy. We note this is also the
most realistic case and suffice to generalize the results of prior
works [15], [16]. Let )\;'a' be the per-node throughput of the
primary network in the absence of the secondary network.

Operation Rule 3: The secondary scheduling should ensure
that (A, /A5%) > 1 — Ologs.

Theorem 9: Theorem 8 holds under Gaussian channel model
if we substitute Operation Rule 3 for Operation Rules 1 and 2
with d10ss € (0,1).

Proof: We claim that Operation Rules 1 and 2

with appropriate parameters are sufficient conditions for
Operation Rule 3. Indeed, setting @ < "' — 1 and

e<((I+a)—-(1+ a)l_‘sl‘m)l/lféloss, it is easy to show that

Pl‘Yi_XRx(iﬂ_""
log (1 + W) log(l+a) _
tog (1 + P Xetal ) = log(1+ate) = toss

N+I,p

for any active link (X;, Xgx(;)). On the other hand, to ensure the
scheduling of secondary network under the Gaussian channel
model is feasible under & , we set 8 < e"* — 1. The rest of
the theorem is obvious. ]

Based on Theorem 9, we study the class of clustered
networks [11], [12].

Corollary 8: If the distribution of the primary users follows
shot-noise Cox processes, the primary network can achieve ca-
pacity following the scheme proposed in [12]. The asymptotic
throughput and delay of the secondary network is the same as
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standalone networks if the communication scheme satisfies the
condition of Theorem 9.

Remark 7: Since the model of shot-noise Cox processes
used to model the nonuniform distribution of nodes and the
corresponding results are complicated, we refer interested
readers to [11] and [12] for details. We emphasize that even
in these heterogeneous clustered networks, cell-partitioned
TDMA schemes are still highly efficient to achieve maximal
spatial concurrency, i.e., though the cell-partitioned scheme is
designed to be hierarchical to handle inhomogeneities in the
network, it still falls under our framework as a generalized
TDMA scheme. Therefore, Corollary 8 is a straightforward
consequence of Theorem 9.

Lastly, the results that can be obtained are not limited to the
cases listed above. Since our framework only relies on a few
general conditions, it is flexible and is able to accommodate
various cognitive networks with different specific forms. For
instance, one can otherwise let both the networks or only the
secondary network be mobile.

VII. CONCLUSION

This paper studies the throughput and delay scaling of
general cognitive networks and characterizes the conditions
for them to achieve the same throughput and delay scaling as
standalone networks. We propose a hybrid protocol model for
secondary nodes to identify transmission opportunities and
show that, based on it, communication schemes of standalone
networks can be easily extended to secondary networks without
harming the performance of primary networks. In particular,
we show that secondary networks can obtain the same optimal
performance as standalone networks when primary networks
are classic static networks, networks with random walk mo-
bility, hybrid networks, multicast networks, CSMA networks,
networks with general mobility, or clustered networks. Our
work provides fundamental insight on the understanding and
design of cognitive networks.
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