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Abstract

We study the degrees of freedom (DOF) of a multiple-input multiple-output (MIMO) two-way X relay channel, where there are two groups of source nodes and one relay node, each equipped with multiple antennas, and each of the two source nodes in one group exchanges independent messages with the two source nodes in the other group via the relay node. It is assumed that every source node is equipped with $M$ antennas while the relay is equipped with $N$ antennas. We first show that the upper bound on the total DOF for this network is $2 \min \{2M, N\}$ and then focus on the case of $N \leq 2M$ so that the DOF is upper bounded by twice the number of antennas at the relay. By applying signal alignment for network coding and joint transceiver design for interference cancellation, we show that this upper bound can be achieved when $N \leq \lfloor \frac{8M}{5} \rfloor$. We also show that with signal alignment only but no joint transceiver design, the upper bound is achievable when $N \leq \lfloor \frac{4M}{3} \rfloor$. Simulation results are provided to corroborate the theoretical results and to demonstrate the performance of the proposed scheme in the finite signal-to-noise ratio regime.
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I. INTRODUCTION

Wireless communication has been advancing at an exponential rate, propelled by the ever-increasing demands for wireless multimedia services. This, in turn, necessitates the development of novel signaling techniques with high spectrum efficiency and capacity. Among those factors limiting the capacity of wireless networks, interference has been considered as a key bottleneck. Recently, two advanced signaling schemes have been proposed to cope with interference and to enhance spectrum efficiency: network coding and interference alignment.

Network coding was originally proposed in [1] to achieve the max-flow bound for the wireline network. The key idea of network coding is to let an intermediate node combine the messages it receives and forward the mixture to several destinations simultaneously. Compared with the conventional time-sharing based schemes where different destinations are served at different time slots, network coding can increase the overall throughput significantly. The first wireless application of network coding was the two-way relay channel, where two source nodes exchange information with the help of a relay (sometimes referred to as physical layer network coding) [2], [3]. By applying physical layer network coding at the relay, the spectrum efficiency of the two-way relay channel can be doubled compared with the conventional schemes. Physical layer network coding has also been applied to several other relay-aided wireless networks such as multiuser two-way relay networks [4]–[6], multipair two-way relay channels [7]–[9] and multi-way relay networks [10]–[12].

Interference alignment was first proposed in [13], [14] to achieve the maximum degrees of freedom (DOF) for the multiple-input multiple-output (MIMO) X channel. It has been shown that for the MIMO X channel with every node equipped with $M$ antennas, its total DOF is $\frac{4M}{3}$. The key idea is to align the interference signals so that they occupy the smallest signal space, leaving more free space for the useful signals. It was shown in [15] that the capacity of a $K$-user time-varying interference channel is characterized by $C(\text{SNR}) = \frac{K}{2} \log(\text{SNR}) + o(\log(\text{SNR}))$. Thus, independent of the network size, it is theoretically possible that each user achieves half the DOF of an interference-free system. Hence interference is not a fundamental limitation for such networks. A number of interference alignment schemes have been proposed, such as distributed interference alignment, ergodic alignment and blind interference alignment [16]–[18]. An overview on various interference alignment techniques is given in [19].
Based on the concept of interference alignment, signal alignment was proposed in [20] to solve the network information flow problem for the MIMO Y channel, where there are three users and a single relay, and each user sends information to the other two users via the relay. Unlike interference alignment, the goal of signal alignment is to align the signal streams for different user pairs at the relay. Combined with network coding, it can significantly increase the network’s throughput. In [21], [22], signal alignment was applied to the generalized $K$-user Y channel.

In this paper, we consider the network information flow problem for the MIMO two-way X relay channel and analyze its total DOF. In this network, there are two groups of source nodes with each group consisting of two nodes, and a relay node. Each source node in one group exchanges independent messages with the two source nodes in the other group with the help of the common relay. It is assumed that every source node is equipped with $M$ antennas and the relay node is equipped with $N$ antennas. As for practical scenarios of the proposed network information flow, we can find many applications to wireless networks. For example, in a cooperative multicell communication system with two base stations and two users connected via a relay, the relay helps exchange data between the base stations and the users. Also, in a wireless mesh or ad hoc network, two users in one group exchange information with the two users in the other group via a relay node. We first show that the DOF of this network is upper bounded by $2 \min \{2M, N\}$. By combining the techniques of signal alignment for network coding and joint transceiver design for interference cancellation, we then propose an efficient transmission scheme and show that this scheme achieves the upper bound when $N \leq \left\lfloor \frac{8M}{5} \right\rfloor$. We also show that with signal alignment only but no joint transceiver design, the upper bound is achievable when $N \leq \left\lfloor \frac{4M}{3} \right\rfloor$. Note that the MIMO two-way X relay channel has been considered in [23] for a special case of $M = 3, N = 4$. In this paper, we consider the general case with arbitrary $M$ and $N$. Moreover, when $N \geq \left\lfloor \frac{4M}{3} \right\rfloor$ our proposed scheme outperforms the generalized version of the scheme in [23].

The remainder of this paper is organized as follows. In Section II, the system model of the MIMO two-way X relay channel is described. In Section III, we derive an upper bound on the DOF of this channel. In Section IV, we present an efficient transmission scheme and give a necessary condition, i.e., $N \leq \left\lfloor \frac{8M}{5} \right\rfloor$, for this scheme to achieve the upper bound. In Section V, we show that the necessary condition is also sufficient. In Section VI, we consider a
special variate of our proposed transmission scheme which reduces to the method in [23] when \( M = 3, N = 4 \). Simulation results are provided in Section VII. Finally, Section VIII concludes the paper.

**Notations:** Boldface uppercase letters denote matrices and boldface lowercase letters denote vectors. \( \mathbb{R}, \mathbb{C} \) and \( \mathbb{Z}^+ \) denote the sets of real numbers, complex numbers, and positive integers, respectively. \( \lfloor x \rfloor = \max\{n \in \mathbb{Z}^+ | n \leq x\} \), \( (\cdot)^T \), \( (\cdot)^H \), \( (\cdot)^\dagger \) and \( \text{Tr}\{\cdot\} \) are the transpose, Hermitian transpose, Moore-Penrose pseudoinverse and trace operators, respectively. \( \mathbb{E}(\cdot) \) is the expectation operator. \( \text{Span}(\mathbf{H}) \) and \( \text{Null}(\mathbf{H}) \) stand for the column space and the null space of the matrix \( \mathbf{H} \), respectively. \( \text{dim}(\mathbf{H}) \) denotes the dimension of the column space of \( \mathbf{H} \). \( \mathbf{I}_N \) denotes the \( N \times N \) identity matrix and \( \oplus \) is the exclusive-OR operator.

**II. MIMO TWO-WAY X RELAY CHANNEL**

Consider a MIMO two-way X relay channel shown in Fig. 1. The channel consists of four source nodes with \( M \) antennas each and a relay with \( N \) antennas. Each source node \( i \), for \( i = 1, 2 \) on the left-hand side (LHS) needs to send an independent message, denoted as \( W_{i,i'} \) to each source node \( i' \), for \( i' = 3, 4 \) on the right-hand side (RHS) via the relay. So does each source node on the RHS.

The transmission is implemented in two phases. In the multiple-access (MAC) phase, all four source nodes transmit their signals to the relay. The received signal at the relay is given by

\[
y_r = \sum_{i=1}^{4} \mathbf{H}_{i,r} \mathbf{x}_i + \mathbf{n}_r
\]  

(1)
where \( y_r \) and \( n_r \) denote the \( N \times 1 \) received signal vector and the additive white Gaussian noise (AWGN) vector at the relay, respectively; \( x_i \) is the \( M \times 1 \) transmitted signal vector by source node \( i \) with the power constraint \( \mathbb{E} \left( \text{Tr}\{x_i x_i^H\} \right) \leq P \); \( H_{i,r} \) is the \( N \times M \) channel matrix from source node \( i \) to the relay. The entries of the channel matrices \( H_{i,r} \) for, \( i = 1, 2, 3, 4 \), and those of the noise vector \( n_r \), are independent and identically distributed (i.i.d.) zero-mean complex Gaussian random variables with unit variance, i.e., \( \mathcal{CN}(0, 1) \). Hence, all channel matrices are of full rank with probability 1.

After receiving the signals from the source nodes, the relay forms a new signal \( x_r \) and broadcasts it to all source nodes, which is known as the broadcast (BC) phase. The received signal at the \( i \)th source node is given by

\[
y_i = H_{r,i} x_r + n_i, \quad i = 1, 2, 3, 4
\]  

(2)

where \( y_i \) and \( n_i \) denote the \( M \times 1 \) received signal vector and the AWGN vector at the \( i \)th source node, respectively; \( x_r \) is the \( N \times 1 \) transmitted signal vector by the relay with the power constraint \( \mathbb{E} \left( \text{Tr}\{x_r x_r^H\} \right) \leq P \); \( H_{r,i} \) is the \( M \times N \) channel matrix from the relay to source node \( i \). Similar to the MAC phase, we assume that \( H_{r,i} \) and \( n_i \) contain i.i.d. \( \mathcal{CN}(0, 1) \) random variables.

Throughout this paper, it is assumed that perfect channel state information (CSI) is available at all source nodes and the relay\(^1\). Additionally, we assume that the source nodes and the relay operate in full-duplex mode.

We define the total DOF of the above MIMO two-way relay X channel as

\[
d \triangleq d_{1,3} + d_{1,4} + d_{2,3} + d_{2,4} + d_{3,1} + d_{3,2} + d_{4,1} + d_{4,2}
= \lim_{\text{SNR} \to \infty} \frac{R(\text{SNR})}{\log(\text{SNR})}
\]  

(3)

where \( d_{i,j} \) is the DOF from source node \( i \) to source node \( j \), and \( R(\text{SNR}) \) is the sum rate as a function of SNR, where SNR is defined as \( \text{SNR} \triangleq P \) since the noise samples are assumed to have unit variance.

\(^1\)In practical systems, the required channel state information can be obtained by the relay and the source nodes through the limited feedback techniques, and these part of information can be transmitted through the backhaul link.
III. AN UPPER BOUND ON DOF

In this section, we derive an upper bound on the DOF of the MIMO two-way X relay channel.

**Theorem 1:** Consider a MIMO two-way X relay channel with $M$ antennas at every source node and $N$ antennas at the relay. The total number of DOF is upper bounded by $2 \min \{2M, N\}$, i.e.,

$$d \leq 2 \min \{2M, N\}.$$  \hspace{1cm} (4)

**Proof:** We first consider the network information flow of one direction, i.e., from source nodes 1, 2 to source nodes 3, 4 via the relay, as shown in Fig. 2.

In the MAC phase (cut 1), source nodes 1, 2 simultaneously transmit information to the relay. Assuming source nodes 1 and 2 fully cooperate, the channel essentially becomes a $2M \times N$ MIMO channel, whose DOF is $\min \{2M, N\}$ [24]. In the BC phase (cut 2), we can obtain the similar result. Applying the cut-set theorem [25] to each phase with regard to the DOF, we can have

$$d_{1,3} + d_{1,4} + d_{2,3} + d_{2,4} \leq \min \{ \min \{2M, N\}, \min \{2M, N\} \} = \min \{2M, N\}$$ \hspace{1cm} (5)

For the other direction of the network information flow, we can similarly obtain

$$d_{3,1} + d_{3,2} + d_{4,1} + d_{4,2} \leq \min \{2M, N\}.$$ \hspace{1cm} (6)

Combining (5), (6) and using the definition in (3), we conclude (4) which completes the proof.

**Remark 1:** The factor 2 on the RHS of (4) is due to the assumption of full-duplex mode in our scheme. The same assumption is also used in [20]. If half-duplex mode is assumed, the factor of 2 is not needed.

From the above result, we can see that when $N \leq 2M$, the total DOF for the MIMO two-way X relay channel is upper bounded by twice the number of antennas at the relay, which is therefore the bottleneck for the spectrum efficiency of the network. In the remainder of the paper, we assume that $N \leq 2M$ so that the upper bound on the DOF is $2N$. Since the transmission scheme for the case of $N > 2M$ will be completely different from that for the case of $N \leq 2M$, we will leave the case of $N > 2M$ to future work.
IV. EFFICIENT TRANSMISSION SCHEME

For relay-aided bidirectional channels, applying physical layer network coding at the relay can significantly improve the system’s spectrum efficiency; and for multiuser channels, beamforming is typically employed to nulled out the multiuser interference. In this section, by applying signal alignment for network coding and joint transceiver design for interference cancellation, we propose a novel transmission scheme, named as “Signal Alignment with Joint Interference Cancellation (SAJIC)” for the MIMO two-way relay X channel to maximize its total DOF.

A. A Motivating Example for $M = 5, N = 8$

As an example, we consider a system where each source node has $M = 5$ antennas and the relay has $N = 8$ antennas. For this system, the proposed transmission scheme achieves $d_{1,3} = d_{1,4} = d_{2,3} = d_{2,4} = d_{3,1} = d_{3,2} = d_{4,1} = d_{4,2} = 2$. In particular, source node 1 transmits codewords $s_{1,3}^1, s_{1,3}^2 (s_{1,4}^1, s_{1,4}^2)$ for message $W_{1,3}$ ($W_{1,4}$) by using beamforming vectors $v_{1,3}^1, v_{1,3}^2 (v_{1,4}^1, v_{1,4}^2)$, respectively to source node 3 (source node 4) via the relay. Similarly for the other three source nodes.

**Step 1: Signal alignment during the MAC phase**

During the MAC phase, there are totally 16 data streams arriving at the relay. Since the relay has only 8 antennas, it is impossible for it to decode all the 16 data streams. However, based on the idea of physical layer network coding, the relay node only needs to decode some mixtures of the symbols. Specifically the key point of the proposed scheme is to obtain the network coded messages $W_{1,3} \oplus W_{3,1}, W_{1,4} \oplus W_{4,1}, W_{2,3} \oplus W_{3,2}$ and $W_{2,4} \oplus W_{4,2}$ at the relay (Note that each
message consists of two streams.). Inspired by the signal alignment for network coding [20], we design the beamformers so that the two desired signals for network coding are aligned within the same spatial dimension. Taking source node 1 as an example, we align its transmitted data streams with the streams from source node 3, 4 as follows

\[
\begin{align*}
\text{span} (H_{1,r}v_{1,3}^1) &= \text{span} (H_{3,r}v_{3,1}^1) \triangleq g_r^1 \\
\text{span} (H_{1,r}v_{1,3}^2) &= \text{span} (H_{3,r}v_{3,1}^2) \triangleq g_r^2 \\
\text{span} (H_{1,r}v_{1,4}^1) &= \text{span} (H_{4,r}v_{4,1}^1) \triangleq g_r^3 \\
\text{span} (H_{1,r}v_{1,4}^2) &= \text{span} (H_{4,r}v_{4,1}^2) \triangleq g_r^4
\end{align*}
\]

(7)

where \(g_r^1, g_r^2, g_r^3, g_r^4\) are the signal vectors seen by the relay. Fig. 3 illustrates the notion of the signal alignment in the MAC phase where it is seen that there are 8 network coded symbols aligned along 8 signal vectors, respectively. With \(N = 8\) antennas, the relay can then obtain the above 8 network coded symbols.

**Step 2: Joint transceiver design for interference cancellation during the BC phase**

During the BC phase, the relay broadcasts these four network coded messages using beamformers \(u_r^1, \ldots, u_r^8\). More specifically, \([u_r^1, u_r^2], [u_r^3, u_r^4], [u_r^5, u_r^6], [u_r^7, u_r^8]\) are for messages \(W_{1,3} \oplus W_{3,1}, W_{1,4} \oplus W_{4,1}, W_{2,3} \oplus W_{3,2}, W_{2,4} \oplus W_{4,2}\), respectively. Note that at the receiver side each source node suffers from two sources of interference and each component of the transmitted signal causes interference to two source nodes. For instance, source node 1 suffers from the interference caused by \([u_r^5, u_r^6], [u_r^7, u_r^8]\); and \([u_r^1, u_r^2]\) causes interference to source nodes 2, 4.
Each source node employs a linear receiver, with the $4 \times 5$ receiving filter matrix denoted as $D_i$, for $i = 1, 2, 3, 4$. Denote the effective channel matrix from the relay to source node $i$ as $\tilde{H}_{r,i} \triangleq D_i H_{r,i}$. The goal of transmit beamformer design at the relay is to make each component of the transmitted signal to lie in the null space of the effective channel matrices of those unintended source nodes. For example, $[u^1_r, u^2_r]$ should satisfy the following condition

$$[u^1_r, u^2_r] \subseteq \text{Null} \begin{bmatrix} \tilde{H}_{r,2} \\ \tilde{H}_{r,4} \end{bmatrix} = \text{Null} \begin{bmatrix} d^1_{2,2} H_{r,2} \\ d^2_{2,2} H_{r,2} \\ d^1_{2,4} H_{r,2} \\ d^2_{2,4} H_{r,2} \\ d^1_{4,4} H_{r,4} \\ d^2_{4,4} H_{r,4} \\ d^1_{4,2} H_{r,4} \\ d^2_{4,2} H_{r,4} \end{bmatrix}$$

(8)

where $d^k_{i,j}$ is the $1 \times M$ receiving filter vector for source node $i$ to extract the $k$th data stream from source node $j$. 
However, the dimension of the matrix on the RHS of (8) is $8 \times 8$ and in general it is full-rank if each source node chooses its receiving vectors $\{d_{i,j}^k\}$ independently. Therefore it is not possible to find $[u_1^r, u_2^r]$ that satisfies (8). In order to circumvent this problem, we consider joint transceiver design for the source nodes and the relay. More specifically, for source nodes 2, 4, we constrain their receiving vectors to satisfy

$$\text{span} \left( (d_{2,4}^1 H_{r,2})^T \right) = \text{span} \left( (d_{4,2}^1 H_{r,4})^T \right)$$

$$\text{span} \left( (d_{2,4}^2 H_{r,2})^T \right) = \text{span} \left( (d_{4,2}^2 H_{r,4})^T \right).$$

That is, the effective channel matrices for the network coded message $W_{2,4} \oplus W_{4,2}$ from the relay to source nodes 2 and 4 are aligned. Then we can choose the transmitting beamformers $[u_1^r, u_2^r]$ that satisfy

$$[u_1^r, u_2^r] \subseteq \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,2} \\ \tilde{H}_{r,4} \end{bmatrix} \right) = \text{Null} \left( \begin{bmatrix} d_{2,3}^1 H_{r,2} \\ d_{2,3}^2 H_{r,2} \\ d_{2,4}^1 H_{r,2} \\ d_{2,4}^2 H_{r,2} \\ d_{4,1}^1 H_{r,4} \\ d_{4,1}^2 H_{r,4} \end{bmatrix} \right),$$

which is feasible since the dimension of the concatenated effective channel matrices is degraded to $6 \times 8$. The other transmitting and receiving beamformers are designed similarly so that the interference streams are nulled out for each source node. Fig. 4 illustrates the process of joint transceiver design for interference cancellation between source nodes and the relay in the BC phase.

### B. Necessary Condition for $d = 2N$ when $N \leq 2M$

From the above subsection, we can see that the proposed scheme SAJIC achieves the DOF upper bound for $M = 5, N = 8$. In this subsection, we analyze the condition to achieve the DOF upper bound when $N \leq 2M$.

In order to maximize the DOF, it is intuitive that the number of data streams between each pair of communicating source nodes should be the same, i.e., $d_{1,3} = d_{3,1} \triangleq d_{13}, d_{1,4} = d_{4,1} \triangleq d_{14}$.
\(d_{14}, d_{2,3} = d_{3,2} \triangleq d_{23}, \ d_{2,4} = d_{4,2} \triangleq d_{24}^2\). Note that the DOF indicates the maximum number of independent data streams that can be simultaneously transmitted in the network.

Based on the signal alignment, it can be seen that the dimension of the intersection space of the channels of each source node pairs determines the maximum number of data streams we can align. Taking source nodes 1, 3 as an example, according to the dimension theorem [26] and due to the linear independence of the channel matrices, we obtain that

\[
\text{dim}(\text{span}(H_{1,r}) \cap \text{span}(H_{3,r})) = \text{dim}(\text{span}(H_{1,r})) + \text{dim}(\text{span}(H_{3,r})) - \text{dim}(\text{span}(H_{1,r}H_{3,r})) = \min\{M, N\} + \min\{M, N\} - \min\{2M, N\} = 2 \min\{M, N\} - N.
\]

which implies that

\[d_{13} \leq 2 \min\{M, N\} - N. \tag{11}\]

For the other pairs of communicating source nodes, we similarly have

\[\{d_{14}, d_{23}, d_{24}\} \leq 2 \min\{M, N\} - N. \tag{13}\]

Combining (12)-(13), we have

\[d_{13} + d_{14} + d_{23} + d_{24} \leq 8 \min\{M, N\} - 4N. \tag{14}\]

In order to achieve the upper bound, we must satisfy the following condition

\[d_{13} + d_{14} + d_{23} + d_{24} = N. \tag{15}\]

Based on (14) and (15), we obtain

\[5N \leq 8 \min\{M, N\}\]

\(^2\)If there is one pair of source nodes which send different number of data streams, the source node with fewer data streams can send extra data streams without increasing the signal space to align with the extra data streams transmitted by the other source node.
which is equivalent to

\[ N \leq \left\lfloor \frac{8M}{5} \right\rfloor. \]  

(16)

Thus, we have obtained the necessary condition to achieve the DOF upper bound when \( N \leq 2M \)
for the MIMO two-way X relay channel.

V. ACHIEVABILITY OF THE UPPER BOUND

In this section, we generalize SAJIC in Section IV.A. to arbitrary \( N, M \) with \( N \leq 2M \), and
show that it achieves the DOF upper bound when \( N \leq \left\lfloor \frac{8M}{5} \right\rfloor \). Therefore the necessary condition
in Section IV.B to achieve the DOF upper bound is also sufficient.

We first provide the transmission scheme for the case of \( N = \frac{8M}{5}, \forall M = 5k, k \in \mathbb{Z}^+ \)
and show that \((d_{1,3}, d_{1,4}, d_{2,3}, d_{2,4}, d_{3,1}, d_{3,2}, d_{4,1}, d_{4,2}) = \left( \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4} \right) \)
is achieved by this scheme.

During the MAC phase, the \( i \)th source node sends message \( W_{i,j} \) to the \( j \)th source node using \( \frac{N}{4} \)
independently encoded streams along beamforming vectors \( \mathbf{V}_{i,j} = \left[ v_{1,i,j}^1, \ldots, v_{N,4,i,j}^N \right] \). For instance, the transmitted signal from source node 1 is

\[
\mathbf{x}_1 = \mathbf{V}_{1,3}\mathbf{s}_{1,3} + \mathbf{V}_{1,4}\mathbf{s}_{1,4} = \sum_{k=1}^{\frac{N}{4}} \left( v_{1,3}^k s_{1,3}^k + v_{1,4}^k s_{1,4}^k \right)
\]

(17)

where \( \mathbf{s}_{1,3} \) and \( \mathbf{s}_{1,4} \) are the \( \frac{N}{4} \times 1 \) encoded symbol vectors for \( W_{1,3} \) and \( W_{1,4} \), respectively. The transmitted signals from other source nodes are in a similar form. In order for the relay to obtain
the network coded messages \( W_{1,3} \oplus W_{3,1}, W_{1,4} \oplus W_{4,1}, W_{2,3} \oplus W_{3,2}, W_{2,4} \oplus W_{4,2} \), we should carefully choose the beamforming vectors to satisfy the following signal alignment conditions

\[
\begin{align*}
H_{1,r}v_{1,3}^k &= H_{3,r}v_{3,1}^k \triangleq \mathbf{g}_{r}^k, \\
H_{1,r}v_{1,4}^k &= H_{4,r}v_{4,1}^k \triangleq \mathbf{g}_{r}^{N+k}, \\
H_{2,r}v_{2,3}^k &= H_{3,r}v_{3,2}^k \triangleq \mathbf{g}_{r}^{N+k}, \\
H_{2,r}v_{2,4}^k &= H_{4,r}v_{4,2}^k \triangleq \mathbf{g}_{r}^{3N+k}, \quad 1 \leq k \leq \frac{N}{4}
\end{align*}
\]

(18)
where \( g_r^1, \ldots, g_r^N \) are \( N \) transmitting vectors seen by the relay. The above conditions imply that

\[
\text{span}\left(\left[ g_r^1, \ldots, g_r^N \right]\right) \subset \text{span}(H_{1,r}) \cap \text{span}(H_{3,r})
\]

\[
\text{span}\left(\left[ g_r^{N+1}, \ldots, g_r^N \right]\right) \subset \text{span}(H_{1,r}) \cap \text{span}(H_{4,r})
\]

\[
\text{span}\left(\left[ g_r^{N+1}, \ldots, g_r^N \right]\right) \subset \text{span}(H_{2,r}) \cap \text{span}(H_{3,r})
\]

\[
\text{span}\left(\left[ g_r^{N+1}, \ldots, g_r^N \right]\right) \subset \text{span}(H_{2,r}) \cap \text{span}(H_{4,r})
\]

(19)

Since all the entries of the channel matrices are i.i.d. zero-mean complex Gaussian random variables, there exists a \((2M - N = \frac{N}{4})\)-dimensional intersection subspace constituted by the column space of channel matrices for each pair of communicating source nodes with probability 1. Then we can always choose \( \frac{N}{4} \) linearly independent transmitting vectors \( \{ g_r^k \} \) for each source node pair. As a result, the received signal in (1) is rewritten as follows

\[
y_r = G_r s_r + n_r
\]

(20)

where the \( N \times N \) matrix \( G_r \triangleq \left[ g_r^1, \ldots, g_r^N \right] \), and the \( N \times 1 \) vector \( s_r \triangleq [s_{1,3}^1 + s_{1,3}^1, \ldots, s_{3,1}^N + s_{3,1}^N, s_{1,4}^1 + s_{4,1}^1, \ldots, s_{4,1}^N, s_{2,3}^1 + s_{3,2}^1, \ldots, s_{2,3}^N, s_{2,4}^1 + s_{4,2}^1, \ldots, s_{2,4}^N + s_{4,2}^N]^T \). Also since the entries of all channel matrices are independently Gaussian, the probability that a basis vector in the intersection space of one pair of source nodes’ channel matrices lies in the intersection space of another pair is zero. Thus \( G_r \) is full-rank with probability 1, which guarantees the decodability of \( s_r \) at the relay. The four network coded messages \( \hat{W}_{13} = W_{1,3} \oplus W_{3,1}, \hat{W}_{14} = W_{1,4} \oplus W_{4,1}, \hat{W}_{23} = W_{2,3} \oplus W_{3,2} \) and \( \hat{W}_{24} = W_{2,4} \oplus W_{4,2} \) are then obtained by applying the mapping principle of physical layer network coding [2] to each entry of \( s_r \).

For the BC phase, the relay broadcasts the network coded messages \( \hat{W}_{13}, \hat{W}_{14}, \hat{W}_{23} \) and \( \hat{W}_{24} \) to all source nodes using encoded symbols \( q_r = [q_r^1, \ldots, q_r^N]^T \) along the beamforming vectors \( U_r = [u_r^1, \ldots, u_r^N] \). More specifically, \( [q_r^1, \ldots, q_r^N]^T, [q_r^{N+1}, \ldots, q_r^N]^T, [q_r^{N+1}, \ldots, q_r^{N+1}]^T \) and \( [q_r^{N+1}, \ldots, q_r^N]^T \) are the \( \frac{N}{4} \times 1 \) encoded symbol vectors for \( \hat{W}_{13}, \hat{W}_{14}, \hat{W}_{23} \) and \( \hat{W}_{24} \), respectively. Then the transmitted signal at the relay in (2) is rewritten as

\[
x_r = \sum_{k=1}^{N} u_r^k q_r^k
\]

(21)

The received signal at source node 1 is given by
\[ \hat{y}_1 = \mathbf{H}_{r,1} x_r + \tilde{n}_1 \]
\[ = \mathbf{D}_1 \mathbf{H}_{r,1} \left( \sum_{k=1}^{\frac{N}{4}} \mathbf{u}_r^k q_r^k + \sum_{k=\frac{N}{2}+1}^{\frac{3N}{4}} \mathbf{u}_r^k q_r^k + \sum_{k=\frac{3N}{4}+1}^{N} \mathbf{u}_r^k q_r^k \right) + \tilde{n}_1 \]

Recall that the matrices \{\mathbf{H}_{r,i}\} and \{\mathbf{D}_{r,i}\} are defined in Section IV.A. The first term in the bracket represents the combination of the desired network-coded messages \(\hat{W}_{13}\) and \(\hat{W}_{14}\), while the remaining two terms are the unwanted interference \(\hat{W}_{23}\) and \(\hat{W}_{24}\). The received signals at the other source nodes are written in a similar way.

Next, we jointly design the transceivers for the source nodes and the relay for interference cancellation. Due to the symmetry of the MAC and BC phases, we can design the receiving matrix on each source node such that the effective receiving channels of each source node pair are aligned:

\[ d_{1,3}^k \mathbf{H}_{r,1} = d_{3,1}^k \mathbf{H}_{r,3} \triangleq \mathbf{w}_{13}^k, \]
\[ d_{1,4}^k \mathbf{H}_{r,1} = d_{4,1}^k \mathbf{H}_{r,4} \triangleq \mathbf{w}_{14}^k, \]
\[ d_{2,3}^k \mathbf{H}_{r,2} = d_{3,2}^k \mathbf{H}_{r,3} \triangleq \mathbf{w}_{23}^k, \]
\[ d_{2,4}^k \mathbf{H}_{r,2} = d_{4,2}^k \mathbf{H}_{r,4} \triangleq \mathbf{w}_{24}^k, \]
\[ 1 \leq k \leq \frac{N}{4}. \]

Here, \(\mathbf{w}_{ij}^k\) is a \(1 \times N\) effective channel vector between source node \(i\) and source node \(j\) on the \(k\)-th data stream. Since the signal alignment has been applied successfully in the MAC phase, for the BC phase, each source node can also choose its receiving vectors to satisfy the above conditions, and the resulting \(N\) effective channel vectors \{\mathbf{w}_{ij}^k\} are linearly independent with probability 1.

For the beamforming vectors at the relay, we can choose them to lie in the intersection subspace
of each source node pair’s effective channels’ null space as follows

\[
\text{span} \left( \left[ u_{r}, \ldots, u_{r}^{N} \right] \right) \subseteq \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,2} \\ \tilde{H}_{r,4} \end{bmatrix} \right)
\]

\[
\text{span} \left( \left[ u_{r}^{N+1}, \ldots, u_{r}^{N} \right] \right) \subseteq \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,2} \\ \tilde{H}_{r,3} \end{bmatrix} \right)
\]

\[
\text{span} \left( \left[ u_{r}^{N+1}, \ldots, u_{r}^{N} \right] \right) \subseteq \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,1} \\ \tilde{H}_{r,4} \end{bmatrix} \right)
\]

\[
\text{span} \left( \left[ u_{r}^{3N+1}, \ldots, u_{r}^{N} \right] \right) \subseteq \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,1} \\ \tilde{H}_{r,3} \end{bmatrix} \right).
\]

(23)

We show that there exists a \( \frac{N}{4} \)-dimensional null space for the concatenated effective channel matrix of each pair of communicating source nodes with probability 1. Taking source nodes 2 and 4 as an example, the dimension of \( \left[ \tilde{H}_{r;2}^{T}, \tilde{H}_{r;4}^{T} \right]^{T} \) is \( N \times N \). Since we have aligned their receiving effective channels in (22), \( \left[ \tilde{H}_{r;2}^{T}, \tilde{H}_{r;4}^{T} \right]^{T} \) has \( \frac{N}{4} \) repeated rows and its rank is \( \min\{N - \frac{N}{4}, N\} = \frac{3N}{4} \). Therefore, the dimension of its null space is \( \frac{7N}{4} = \frac{N}{4} \). For the other source node pairs, we can similarly get the result.

**Lemma 1:** During the BC phase, the null space of the concatenated effective channel matrix for each source node pair has no intersection with that of the other source node pairs, i.e.,

\[
\text{Null} \left( \begin{bmatrix} \tilde{H}_{r,i} \\ \tilde{H}_{r,j} \end{bmatrix} \right) \cap \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,m} \\ \tilde{H}_{r,n} \end{bmatrix} \right) = \phi, \ \forall (i, j) \neq (m, n).
\]

**Proof:** We first consider the concatenated effective channel matrices for source node pairs (1, 3) and (1, 4), and have that

\[
\text{Null} \left( \begin{bmatrix} \tilde{H}_{r,1} \\ \tilde{H}_{r,3} \end{bmatrix} \right) \cap \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,1} \\ \tilde{H}_{r,4} \end{bmatrix} \right)
\]

\[
= \text{Null} \left( \begin{bmatrix} \tilde{H}_{r,1} \\ \tilde{H}_{r,3} \\ \tilde{H}_{r,4} \end{bmatrix} \right) \subseteq \text{Null} \left( \begin{bmatrix} w_{13}^{T} \\ \ldots \\ w_{13}^{N} \\ w_{14}^{T} \\ \ldots \\ w_{14}^{N} \\ w_{23}^{T} \\ \ldots \\ w_{23}^{N} \\ w_{24}^{T} \\ \ldots \\ w_{24}^{N} \end{bmatrix}^{T} \right)
\]

(24)
Since the $N \times N$ matrix at the end of (24) is full-rank, the dimension of its null space is always zero. For the other pair of source nodes, the same argument holds and the lemma follows.

According to Lemma 1, it can be seen that all the $N$ beamforming vectors $\{u^k_r\}$ at the relay are linearly independent with probability 1. Thus the received signals at source node 1 can be rewritten as

$$\hat{y}_1 = \tilde{H}_{r,1} \left( \sum_{k=1}^{N/2} u^k_r q^k_r + \sum_{k=N/2+1}^N u^k_r q^k_r \right) + \tilde{n}_1. \tag{25}$$

Thus, there is no interference for source node 1 and it can decode these useful signals. Then by using its own messages, source node 1 can obtain the messages from source nodes 3, 4 as follows

$$W_{3,1} = W_{1,3} \oplus \hat{W}_{13}, \quad W_{4,1} = W_{1,4} \oplus \hat{W}_{14}. \tag{26}$$

In the same manner, the other source nodes can also obtain the messages intended for themselves. Therefore, a total of $2N$ DOF is achieved by using the proposed scheme on MIMO two-way X relay channel.
A. $N \leq \left\lfloor \frac{8M}{5} \right\rfloor$ or $M \neq 5k$

For the other cases that $M \neq 5k$ or $N \leq \left\lfloor \frac{8M}{5} \right\rfloor$, we can choose the DOF for each pair for different values of $N$ as below

$N = 4k$ :
\[d_{1,3} = d_{3,1} = \frac{N}{4}, \quad d_{1,4} = d_{4,1} = \frac{N}{4}\]
\[d_{2,3} = d_{3,2} = \frac{N}{4}, \quad d_{2,4} = d_{4,2} = \frac{N}{4}\]

$N = 4k + 1$ :
\[d_{1,3} = d_{3,1} = \left\lfloor \frac{N}{4} \right\rfloor, \quad d_{1,4} = d_{4,1} = \left\lfloor \frac{N}{4} \right\rfloor + 1\]
\[d_{2,3} = d_{3,2} = \left\lfloor \frac{N}{4} \right\rfloor + 1, \quad d_{2,4} = d_{4,2} = \left\lfloor \frac{N}{4} \right\rfloor\]

$N = 4k + 2$ :
\[d_{1,3} = d_{3,1} = \left\lfloor \frac{N}{4} \right\rfloor, \quad d_{1,4} = d_{4,1} = \left\lfloor \frac{N}{4} \right\rfloor + 1\]
\[d_{2,3} = d_{3,2} = \left\lfloor \frac{N}{4} \right\rfloor + 1, \quad d_{2,4} = d_{4,2} = \left\lfloor \frac{N}{4} \right\rfloor + 1\]

$N = 4k + 3$ :
\[d_{1,3} = d_{3,1} = \left\lfloor \frac{N}{4} \right\rfloor, \quad d_{1,4} = d_{4,1} = \left\lfloor \frac{N}{4} \right\rfloor + 1\]
\[d_{2,3} = d_{3,2} = \left\lfloor \frac{N}{4} \right\rfloor + 1, \quad d_{2,4} = d_{4,2} = \left\lfloor \frac{N}{4} \right\rfloor + 1\]

We can similarly apply the previous transmission scheme to achieve the upper DOF bound $2N$ and the process is briefly described as follows.

For the MAC phase, we show that the signals for each pair of source nodes can be aligned at the relay: since

\[N \leq \left\lfloor \frac{8M}{5} \right\rfloor \leq \frac{8M}{5},\]

we can have

\[2M - N \geq \begin{cases} \frac{N}{4}, & \text{when } N = 4k \\ \left\lfloor \frac{N}{4} \right\rfloor + 1, & \text{when } N \neq 4k. \end{cases}\] (27)

For the BC phase, the receiving alignment is also feasible just as for the MAC phase. For the transmitting beamforming design at the relay, we show that relay can always choose linearly
independent beamforming vectors for each part of the signals. Without loss of generality, we take \([u^1_r, \ldots, u^{d_{13}}_r]\) as an example, which should satisfy the following condition
\[
\text{span}\left(\left[u^1_r, \ldots, u^{d_{13}}_r\right]\right) \subseteq \text{Null}\left(\begin{bmatrix} \tilde{H}_{r,2} \\ \tilde{H}_{r,4} \end{bmatrix}\right).
\] (28)

Since
\[
\begin{bmatrix} w^1_{23} \\ \vdots \\ w^{d_{23}}_{23} \\ w^1_{24} \\ \vdots \\ w^{d_{24}}_{24} \end{bmatrix}, \quad \begin{bmatrix} w^1_{14} \\ \vdots \\ w^{d_{14}}_{14} \\ w^1_{24} \\ \vdots \\ w^{d_{24}}_{24} \end{bmatrix},
\] (29)

we have
\[
\dim\left(\text{Null}\left(\begin{bmatrix} \tilde{H}_{r,2} \\ \tilde{H}_{r,4} \end{bmatrix}\right)\right) = N - d_{23} - d_{24} - d_{14}
\]
\[
= d_{13} = \dim\left(\left[u^1_r, \ldots, u^{d_{13}}_r\right]\right).
\] (30)

Finally, we summarize the algorithm for SAJIC in the following chart

**Outline of SAJIC**

- **Step 1.** In the MAC phase, each source node designs its beamforming vectors \(\{v^k_{i,j}\}\) according to (18) so that the two desired signals for network coding are aligned at the relay node.
- **Step 2.** By applying the mapping principle of physical layer network coding, the relay then decodes its received signals to obtain the network coded messages \(\{\hat{W}_{ij}\}\).
- **Step 3.** In the BC phase, the source nodes and the relay jointly design their transceivers. More specifically, all the source nodes design their receiving filter matrices \(\{D_i\}\) according to (22); the relay designs its transmitting beamforming vectors \(\{u^k_r\}\) according to (23) to cancel the interference for each source node.
• **Step 4.** Each source node decodes its received signals to obtain the network coded messages \( \{W_{ij}\} \) intended for itself. Using its side-information, each node finally acquires its desired messages \( \{W_{ij}\} \).

**Remark 2:** We can see that the DOF for each source node may not be the same when \( N \) is not a multiple of 4. However, we can apply four time slots extension here to let every source node achieve the same DOF \( \frac{N}{2} \). Specifically, when using time extension of 4 channel uses, the channel is equivalent to a \( 4M \times 4N \) MIMO two-way X relay channel in which each source node has \( 4M \) antennas and the relay has \( 4N \) antennas. Then our proposed scheme SAJIC can be applied to this situation directly and each node achieves the equal DOF of \( \frac{N}{2} \).

In Section IV.B we have shown that \( N \leq \left\lfloor \frac{8M}{5} \right\rfloor \) is a necessary condition to achieve the DOF upper bound. And in this section we have shown that this condition is also sufficient. Hence we have the following main result of this paper.

**Theorem 2:** When \( N \leq 2M \), the necessary and sufficient condition for SAJIC to achieve the DOF upper bound \( 2N \) in the MIMO two-way X relay channel is \( N \leq \left\lfloor \frac{8M}{5} \right\rfloor \).

**Remark 3:** When \( N \leq M \), the DOF upper bound \( 2N \) can also be achieved by applying standard techniques in two-way relay channel. More specifically, we only allow one source node pair to use the relay in one time slot and apply time sharing among different source node pairs. In each time slot, the network just reduces to the standard two-way relay channel and those existing techniques can then be used. It can be seen that this simple method can achieve \( 2 \min\{N, M\} \).

However, it can no longer achieve the DOF upper bound when \( N > M \).

Next, we analyze the achievable DOF when \( N \leq \left\lfloor \frac{8M}{5} \right\rfloor \) is not satisfied. When \( \left\lfloor \frac{8M}{5} \right\rfloor < N < 2M \), although our proposed scheme SAJIC cannot achieve the DOF upper bound \( 2N \), it can still work. More specifically, the dimension of intersection space for each source node pair’s channel matrices is \( 2M - N \). Following the outline in previous sections, it can be seen that the total DOF SAJIC can achieve is \( 8 \cdot (2M - N) = 16M - 8N \). Compared with the DOF upper bound, the gap is \( 2N - (16M - 8N) = 10N - 16M \). When \( N \geq 2M \), SAJIC is not feasible since the dimension of intersection space for each source node pair’s channel matrices is zero.

**VI. CONNECTION WITH THE TRANSMISSION METHOD IN [23]**

In the previous sections, we have shown that using our SAJIC, the cut-set outer bound for the DOF can be achieved when \( N \leq \left\lfloor \frac{8M}{5} \right\rfloor \). Specifically, we align the signals for each pair of
source nodes in the MAC phase and apply joint transceiver design for interference cancellation in the BC phase. In this section, we will show that if we do not consider the joint transceiver design but directly apply interference nulling beamforming at the relay in the BC phase, our proposed scheme will reduce to a generalized version of the transmission method in [23].

For the reduced or simplified transmission scheme which does not apply the joint transceiver design in the BC phase, we consider as an example the case \( N = \frac{4M}{3}, \forall M = 3k, k \in \mathbb{Z}^+ \), \((d_{1,3}, d_{1,4}, d_{2,3}, d_{2,4}, d_{3,1}, d_{3,2}, d_{4,1}, d_{4,2}) = (\frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4}, \frac{N}{4})\). In the MAC phase, we similarly apply signal alignment as in (18). In the BC phase, since we directly apply interference nulling at the relay, the relay will cancel one part of interference for each source node, leaving the remaining part of interference to be cancelled by the source node itself. More specifically, the relay can choose its beamformers as

\[
\text{span} \left( \begin{bmatrix} u_1^r \ldots u_N^r \end{bmatrix} \right) \subseteq \text{Null}(H_{r,4})
\]

\[
\text{span} \left( \begin{bmatrix} u_{N+1}^r \ldots u_N^r \end{bmatrix} \right) \subseteq \text{Null}(H_{r,2})
\]

\[
\text{span} \left( \begin{bmatrix} u_{N+1}^r \ldots u_{3N}^r \end{bmatrix} \right) \subseteq \text{Null}(H_{r,1})
\]

\[
\text{span} \left( \begin{bmatrix} u_{3N+1}^r \ldots u_N^r \end{bmatrix} \right) \subseteq \text{Null}(H_{r,3}).
\]

(31)

For each channel matrix \( H_{r,i}, i = 1, \ldots, 4 \), there exists a \((N - M = \frac{N}{4})\)-dimensional null space with probability 1. Then for each network coded message, the relay can choose \(\frac{N}{4}\) linearly independent vectors. Also it can be easily seen that the \(N\) beamforming vectors are linearly independent with probability 1. Thus the received signals at source node 1 can be rewritten as

\[
y_1 = H_{r,1} \left( \sum_{k=1}^{\frac{N}{2}} u_r^k q_r^k + \sum_{k=\frac{3N}{4}+1}^{N} u_r^k q_r^k \right) + n_1.
\]

(32)

Note that source node 1 has \(M = \frac{3N}{4}\) antennas and the dimension of the useful signal is \(\frac{N}{2}\). So it has exactly \(\left(\frac{3N}{4} - \frac{N}{2} = \frac{N}{4} \right)\) free dimensions for the interference signal whose dimension is also \(\frac{N}{4}\). Thus source node 1 can cancel the other part of the interference by itself. More specifically, source node 1 can choose its receiving matrix \(D_1 \in \mathbb{C}^{\frac{N}{2} \times M}\) as follows

\[
\text{span} \left( D_1^T \right) \subseteq \text{Null} \left( \begin{bmatrix} H_{r,1} u_r^{\frac{3N}{4}} \ldots, H_{r,1} u_r^{\frac{N}{4}} \end{bmatrix}^T \right)
\]

(33)
Since \( \begin{bmatrix} H_{r,1} u_r^{3N}, \ldots, H_{r,1} u_r^N \end{bmatrix} \) is an \( M \times \frac{N}{4} \) matrix, the dimension of its left null space is \( M - \frac{N}{4} = \frac{N}{2} \). Source node 1 can choose \( \frac{N}{2} \) linearly independent receiving filter row vectors, and hence \( D_i \) is full-rank with probability 1. Then the received signals for source node 1 is

\[
\hat{y}_1 = D_1 \left( \sum_{k=1}^{\frac{N}{4}} u_r^k q_r^k + \sum_{k=\frac{N}{4}+1}^{\frac{N}{2}} u_r^k q_r^k \right) + \bar{n}_1. \tag{34}
\]

There is no interference and source node 1 achieves the DOF of \( \frac{N}{2} \). The other source nodes operate in the same manner. Therefore, the reduced transmission scheme also achieves the total DOF of \( 2N \).

**Remark 4:** The method given in [23] corresponds to the reduced transmission scheme for \( N = 4, M = 3 \).

Next, we show that the reduced transmission scheme requires a stricter condition to achieve the DOF upper bound, i.e. \( N \leq \left\lfloor \frac{4M}{3} \right\rfloor \).

In the MAC phase, the condition that the reduced scheme needs to satisfy is

\[
N \leq \left\lfloor \frac{8M}{5} \right\rfloor \tag{35}
\]

which is the same as the original proposed transmission scheme. Extra conditions are needed in the BC phase for the reduced scheme.

**Lemma 2:** For the reduced transmission scheme in the BC phase, for each source node, the dimension of the interference that needs to be canceled by the relay is \( N - M \).

**Proof:** Without loss of generality, we take source node 1 as an example. For source node 1, the dimension of useful signals is \( d_{13} + d_{14} \); while the dimension of interference is \( d_{23} + d_{24} \). Since it has \( M \) antennas, the interference dimension that it can cancel by itself is \( M - (d_{13} + d_{14}) \). Then the interference dimension that needs to be nulled at the relay is

\[
d_{23} + d_{24} - [M - (d_{13} + d_{14})] \\
= d_{13} + d_{14} + d_{23} + d_{24} - M \\
= N - M.
\]

\(^3\)If \( N \leq M \), the relay does not need to cancel the interference and each source node can null all the interference it suffers by itself.
For the other source nodes, we can similarly obtain the result and the lemma follows.

For source node 1, suppose $d_{23}^1$ out of $d_{23}$ interference streams and $d_{24}^1$ out of $d_{24}$ interference streams are nulled out at the relay. Then according to Lemma 2, we have

$$d_{23}^1 + d_{24}^1 = N - M. \quad (36)$$

Since the dimension of the null space of $H_{r,1}$ is also $N - M$, the relay can choose beamformers which lie in its channel matrix’s null space to cancel these interference streams. For source node 2, we can similarly have that

$$d_{13}^1 + d_{14}^1 = N - M. \quad (37)$$

We now consider source node 3 and source node 4. As for source node 3, the interference signals consist of $d_{14} + d_{24}$ data streams. From the previous discussion, we know that $d_{14}^1$ out of $d_{14}$ data streams lie in the null space of source node 2’s channel matrix; and $d_{24}^1$ out of $d_{24}$ data streams lie in the null space of source node 1’s channel matrix. These interference signals cannot lie in the null space of $H_{r,3}$ and therefore cannot be nulled out by the relay: the proof technique is similar to that applied in Lemma 1. Thus, source node 3 must cancel them by itself, which implies that

$$d_{14}^1 + d_{24}^1 \leq M - (d_{13} + d_{23}). \quad (38)$$

Similarly for source node 4, we should have

$$d_{13}^1 + d_{23}^1 \leq M - (d_{14} + d_{24}). \quad (39)$$

Combining (38) and (39), we have

$$d_{13}^1 + d_{14}^1 + d_{23}^1 + d_{24}^1 \leq 2M - (d_{13} + d_{14} + d_{23} + d_{24}). \quad (40)$$

Plugging (15), (36) and (37) into (40), we then obtain

$$N \leq \left\lfloor \frac{4M}{3} \right\rfloor \quad (41)$$

which is the condition the reduced scheme should satisfy in the BC phase. Now combining (35) and (41), the necessary condition for the reduced scheme to achieve the upper bound becomes simply (41).

From the above analysis, it can be seen that using the reduced transmission scheme, we can achieve the DOF upper bound $2N$ in a range $0 < N \leq \left\lfloor \frac{4M}{3} \right\rfloor$. By further applying joint
transceiver design for interference cancellation in the BC phase, our proposed scheme can achieve
the upper bound $2N$ in a wider range $0 < N \leq \left\lfloor \frac{8M}{5} \right\rfloor$.

VII. SIMULATION RESULTS

In this section, we provide numerical results to show the ergodic sum rate performance for
the proposed transmission scheme. Then, we will demonstrate that the proposed scheme exactly
attains the upper bound on the DOF derived in Section V. The channel is assumed as the
normalized Rayleigh fading channel, i.e., the elements of each channel vector are independent
and identically distributed circularly symmetric zero-mean complex Gaussian random variables
with unit variance. The numerical results are illustrated with respect to the ratio of the total
transmitted signal power to the noise variance at each receive antenna in decibels (SNR = $P$).
Each result is averaged over 10000 independent channel realizations.

We now explain how we compute the sum rate for the MIMO two-way X relay channel
when applying the SAJIC. In the MAC phase, assuming that the zero forcing detector $F_r = \begin{bmatrix} f_1^T, \ldots, f_N^T \end{bmatrix}^T$ is applied by the relay, the achievable rate for network coded message $\hat{W}_{13}$ is calculated as

$$R_{13} = \log \left[ \det \left( \mathbf{I} + [w_{13}^1, \ldots, w_{13}^d]^T U_r U_r^H [w_{13}^1 H, \ldots, w_{13}^d H] \right) \right]$$

In the BC phase, the achievable rate for $\hat{W}_{13}$ at source node 1 and 3 is given by

$$R_{13}' = \log \left[ \det \left( \mathbf{I} + [w_{13}^1, \ldots, w_{13}^d]^T U_r U_r^H [w_{13}^1 H, \ldots, w_{13}^d H] \right) \right]$$

Then we have

$$R_{1,3} = R_{3,1} = \min \{ R_{13}, R_{13}' \}.$$ (42)

The rates of other pairs of communicating source nodes can be computed in a similar way. Thus,
we can obtain the achievable sum rate for the whole network when SAJIC is applied.

In Fig. 5, we plot the sum rate performance of the proposed scheme according to various
antenna configurations. We can see that, as analyzed in Section V, the proposed scheme indeed
achieves the upper bound on the DOF. Specifically, we can always observe a sum-rate increase
of $2N$ bps/Hz for every 3 dB increase in SNR. For instance, when $M = 5, N = 8$, the curve has a slope of $2N = 16$. In Fig. 6, we plot the sum rate performance of the network when the number of antennas at each source $M$ is fixed. It can be seen that as the number of antennas at the relay $N$ increases, the total DOF also increase, which shows that the relay antenna number is a bottleneck of the network when $N \leq 2M$.

**VIII. CONCLUSION**

This paper considered the total DOF for the MIMO two-way X relay channel. We analyzed the upper bound on the DOF for such a network. Then by exploiting physical layer network coding and joint interference cancellation, we proposed SAJIC and showed that SAJIC can achieve the upper bound if and only if $N \leq \left\lceil \frac{8M}{5} \right\rceil$. Also, we generalized the scheme in [23]
and derived a necessary condition for it to achieve the upper bound. Besides, we analyzed the relationship between these two schemes and showed that our proposed SAJIC can be reduced to the generalized version of the scheme in [23] after some simplification.

The achievability of the upper bound on the DOF for the considered network in the case of \(\left\lfloor \frac{8M}{9} \right\rfloor < N < 2M\) and the case of \(N \geq 2M\) remains open for further investigation.
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